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Gandire critica, responsabilitate digitald si protectie activa in era riscurilor Hﬁ‘netice ‘

Intr-oerd digitala aflatd intr-o transformare accelerata, unde tehnologi _aduce atat oportunitati, cat si
amenintari, securitatea utilizatorilor devine o prioritate. Atacurlle cibernetice moderne exploateaza nu
doar vulnerabilititile tehnice, ci mai ales pe cele umane: lipsa de informare, absenta vigilentei,
supraincarcarea informationald sau increderea nefondatd in aparente.

»Analizeazd — Decide — Actioneaza” este un program educational dedicat cresterii rezilientei digitale
personale si colective, prin constientizare, formare practica si dezvoltarea unei gandiri critice adaptate
noilor tipuri de agresiuni informationale.

Seria de materiale din acest program se adreseaza:

e publicului larg (adulti, seniori, parinti, tineri),

e copiilor si adolescentilor (in context educational),

o functionarilor publici si profesionistilor,

o cadrelor de conducere si celor implicati in luarea deciziilor.

Scopul programului este de a transforma informatia in instrument de aparare, iar utilizatorul — din tinta
pasiva, in actor constient si activ in fata riscurilor digitale.

Prin aceste materiale ne propunem:

o cresterea gradului de constientizare si precautie individuala si institutionald;

e diminuarea impactului atacurilor digitale prin educatie si reactie rapida;

e incurajarea culturii de raportare, colaborare si solidaritatea intre utilizatori si specialisti;

o formarea unui comportament digital responsabil, in linie cu politicile si reglementérile in

vigoare.

Proiectul reprezintd un efort sustinut de alfabetizare cibernetica, construit pe principii de accesibilitate,
aplicabilitate si actualizare constanta, pentru a raspunde dinamicii riscurilor reale din spatiul virtual.
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Rezumat

Lucrarea exploreaza moduri in care Inteligenta artificiala (IA/ Al) este exploatatd pentru a
influenta perceptia si pentru a distorsiona realitatea. Fenomenul este analizat prin prisma
mecanismelor algoritmice de personalizare, generare de continut fals credibil (ex: deepfake,
voice cloning, text Al-generated etc.), stimulare conversationald si modelare emotionald
predictiva.

Scenariile prezentate, in care sunt utilizate tehnici de dezinformare si manipulare ideologica in
constructii artificiale sociale, fraude emotionale si atacuri conversationale automatizate, au rol
de exemplificare. Tehnologiile specifice (ex: LLMs, GANs, Emotion Al, feed-uri
personalizate, microtargeting) si riscuri sistemice asociate la care se face trimitere, sunt valabile
la momentul elaborarii prezentului material.

Pe langa componenta descriptiva, lucrarea oferd un cadru necesar dezvoltarii gandirii critice,
fiind prezentate metode concrete de detectie, preventie si reactie, destinate publicului larg,
institutiilor si formatorilor educationali.

Astfel, documentul se constituie astfel intr-un instrument de constientizare in fata unor forme
de inginerie sociala automatizata, personalizata si extrem de greu perceptibila.

Cuvinte-cheie

Inteligenta Artificiala, manipulare, dezinformare digitala, algoritmi, deepfake, spear phishing,
educatie, media, securitate.

*Documentul contine termeni tehnici si denumiri standard in mod intentionat, pentru ca toti
cititorii sa asimileze aceste informatii.



Mesaj catre cititori

Inteligenta artificiala nu este buna sau rea.

Este un instrument. Unul deosebit de puternic. Capabil sa invete din informatiile pe care i le
oferim, sa reactioneze la stimulii si sa produca rezultate in functie de scopul celor care il
controleazd. In mdinile potrivite, Al-ul poate salva vieti, imbundtdti educatia, combate frauda,
preveni atacuri cibernetice §i sustine dezvoltarea societdtii. In mdini criminale — sau doar
iresponsabile — aceeasi tehnologie poate fi injectata pentru manipulare, control, inseldatorie,
programare ideologica si destabilizare sociala.

Tocmai de aceea putem considera ca educatia este una dintre cele mai potrivite forme de
protectie. Daca intelegem cum functioneazd, putem recunoaste mai usor cand si cum este
folosita impotriva noastra. Acest ghid nu are scopul a speria ci doar de a ne pregati, iar
pregitirea incepe cu un adevar simplu:

Inteligenta artificiala este o unealta.
Puterea si / sau pericolul sunt in mainile celor care o folosesc.

Autorii

Manipularea Perceptiei Umane a trecut prin diferite etape de-a lungul istoriei si in acest sens,
Inteligenta Artificiala se dovedeste un instrument eficace si potent in mdinile gruparilor
infractionale, tot mai active. O corecta analiza si o bund sursa de informare pot fi ingredientele
de succes in efortul legitim de a contracara actorii malitiosi, de a limita vulnerabilitatile si de
a diminua impactul negativ si pagubele.

Lucrarea este echilibrata, bine structurata si ofera o perspectiva realista si clara asupra
fenomenului. Chiar in contextul unei evolutii rapide a tehnologiilor informationale,
mecanismele de alterare emotionala raman, totusi, aceleasi. Filtrarea cognitiva a continutului
fals poate fi un raspuns in fata avalansei de algoritmi si boti conversationali. Antrenarea
gandirii critice digitale este absolut necesara pentru a evita profilarea comportamentald
predictiva si modelarea malitioasa a deciziilor utilizatorului.

Analizele sunt destinate publicului larg, profesionistilor si profanilor deopotriva. Ghidul pune
accent pe latura practica a problematicilor si face trimitere la surse oferite de organisme si
institutii relevante, cu atributii in domeniu. Efortul comun a condus la elaborarea prezentului
studiu, unul dintre deziderate fiind cresterea rapida a nivelului de constientizare si prin
aceasta, consolidarea culturii de securitate cibernetica si a rezilientei.

Directoratul National de Securitate Cibernetica (DNSC)

Criminalitatea informatica se afla intr-o continua evolutie, pe fondul dezvoltarii accelerate a
tehnologiilor digitale si al extinderii utilizarii internetului in viata de zi cu zi. Aceste
transformari aduc beneficii semnificative, dar si riscuri sporite pentru utilizatori.

Inteligenta Artificiala (IA) are un impact tot mai pronuntat asupra societatii, influentand modul
in care interactionam in mediul digital. Intelegerea mecanismelor de bazdi ale IA si a modului
in care aceasta poate fi folosita in scopuri frauduloase contribuie esential la prevenirea
criminalitatii informatice.

Prezentul ghid, elaborat in sprijinul activitatilor de prevenire, se adreseaza atat publicului
larg, cat si profesionistilor, oferind repere utile pentru o utilizare responsabila si sigura a
tehnologiilor digitale.

Institutul de Cercetare si Prevenire a Criminalitatii
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1. NOTIUNI GENERALE

1.1 Ce este Inteligenta Artificiala

Inteligenta artificiala (IA) reprezintd un ansamblu de tehnologii informatice capabile sa
simuleze procese de gandire umand — precum Invatarea, rationamentul, perceptia si luarea
deciziilor. Cele mai cunoscute tipuri includ: invatarea automatd (machine learning), retelele
neuronale profunde (deep learning), procesarea limbajului natural (NLP), recunoasterea
vizuala, precum si modelele generative (ex: ChatGPT, DALL-E, Gemini, Claude etc.).

Spre deosebire de algoritmii clasici, A moderna nu urmeaza un set fix de reguli, ci ,,invata”
din seturi de date si se adapteazd comportamentului uman. Modelele avansate, precum cele
generative, pot crea texte, imagini, voci sau chiar videoclipuri aproape imposibil de deosebit
de cele reale.

Aceste capacitati ofera beneficii extraordinare — de la automatizare la educatie si cercetare —
dar implica si riscuri semnificative, in special in sfera manipuldrii informatiei, increderii si
emotiilor umane.

1.2 Perceptia umana si Inteligenta Artificiala

In literatura de specialitate din limba engleza Inteligenta Artificiald se traduce prin Artificial
Intelligence si de aceea se va utiliza in text acronimul Al

Inteligenta artificiala (Al) nu mai este doar un instrument al viitorului — este o parte activa a
prezentului nostru digital. Fie ca viziondm un videoclip pe o platforma de streaming, citim o
stire online sau purtdm o conversatie cu un asistent virtual, existd o probabilitate destul de
ridicatd ca in fundal sa ruleze un algoritm de inteligenta artificiala care decide ce vedem, ce
auzim si chiar cum ar trebui sa interpretdm realitatea interpretdm realitatea.



La baza acestor procese se afld capacitatea Al-ului de a analiza comportamente umane, de a
invata din datele colectate si de a genera continut sau raspunsuri care imitd sau stimuleaza
reactiile umane autentice. Aceste caracteristici au aplicatii valoroase in medicind, educatie sau
automatizare, dar existd si un revers periculos: riscul de manipulare informationala si
emotionald pe scara larga.

Spre deosebire de metodele clasice de influentare (ex: publicitate, propaganda, persuasiune
sociald), Al introduce un nou nivel de precizie si discretie in manipulare. Algoritmii moderni
pot identifica punctele slabe emotionale, tiparele comportamentale si preferintele psihologice
ale utilizatorilor cu o acuratete uluitoare, generand continut personalizat care activeaza emotii
puternice si decizii impulsive — fard ca victima sa constientizeze acest proces.

De la recomandari de continut, care Intdresc convingerile proprii si izoleaza utilizatorii in bule
informationale, pana la simularea cu mare acuratete a unor persoane reale (prin deepfake, voice
cloning sau avataruri Al), inteligenta artificiald devine un vector activ de modelare a perceptiei
si, implicit, al realitatii subiective a fiecarui individ.

Aceasta noua realitate ridica Intrebari pertinente:

e Cum recunoastem un continut generat sau manipulat de AI?

e Care este limita intre recomandare utild si manipulare intentionata?

o Ce inseamna adevar intr-o epoca in care orice voce, imagine sau activitate poate fi
replicata cu precizie artificiala?

Pentru a raspunde acestor provocari, este necesard o educatie ciberneticd extinsa, care sa
depdseascd notiunile de baza si sa abordeze dimensiunea cognitiva, psihologica si sociald a
interactiunii cu tehnologiile inteligente.

Acest ghid educational isi propune sa:

o Explice modalitdti in care Al poate influenta perceptia umana, prin mecanisme vizibile
sau subtile;

e Analiza de riscuri si tehnologii, oferind o privire cat mai realista asupra capabilitatilor
curente ale Al-ului in domeniul manipularii cognitive;

e Ofere metode concrete de preventie, verificare si aparare, atdt pentru utilizatorii
individuali, cat si pentru organizatii sau institutii expuse riscurilor informationale;

o Contribuie la formarea unei gandiri critice digitale — o componentd importanta pentru
navigarea intr-un spatiu digital tot mai personalizat, influentat si potential manipulativ.

1.3  De ce este importanti intelegerea mecanismelor din spatele Al-ului

Pe masurd ce inteligenta artificiald devine tot mai integrata in viata cotidiand, intelegerea
modului 1n care aceste sisteme functioneazd nu mai este doar o preocupare a specialistilor Tn
tehnologie. Este nevoie de acest tip de intelegere pentru orice utilizator de internet, pentru
decidenti, educatori sau parinti. Interactiondm zilnic cu aplicatii alimentate de algoritmi
inteligenti, dar de cele mai multe ori nu avem constienta proceselor care se desfasoara ,,in
spate”.

Aceasta lipsa de transparenta creeaza un dezechilibru major: sistemele stiu foarte multe despre
noi, in timp ce noi stim foarte putin despre ele. In timp ce Al-ul colecteazi date, analizeaza
comportamente si ajusteazd mesajele livrate in functie de profiluri psihologice, utilizatorul
obisnuit ramane intr-o pozitie pasiva, cu o perceptie de control care este adesea iluzorie.

In acest context, educatia ciberneticd trebuie sd includd si o componenta de alfabetizare
tehnologica: intelegerea mecanismelor de baza care fac posibila personalizarea continutului,



recunoasterea emotiilor, predictia comportamentului sau generarea automatd de continut
aparent uman.

Aceasta intelegere nu presupune competente avansate de programare sau matematica, ci
curiozitate si spirit critic:

e Ce este un algoritm de recomandare si cum influenteaza ceea ce vad?
o Cum poate o retea neuronald sd inteleagd emotiile mele?

o Ce se intampla cu datele pe care le ofer, constient sau inconstient?

e De ce anumite continuturi par ,,facute exact pentru mine”?

Raéspunsul la aceste intrebari permite o schimbare de paradigma: din simplu consumator digital
pasiv, utilizatorul devine un actor constient, capabil si-si gestioneze expunerea, sd puna
intrebdri si sd reactioneze informat. Fara acest filtru, riscul este de a trai intr-o realitate
perceputd, modelatd de masini, fard o minima capacitate de reflectie sau de verificare.

Capitolele urméatoare vor detalia aceste mecanisme tehnice si vor ardta cum algoritmii pot
capta, influenta sau distorsiona perceptia, de cele mai multe ori fard a lasa urme evidente.

2 ELEMENTE TEHNICE SI MECANISME

Manipularea perceptiei umane cu ajutorul inteligentei artificiale se bazeaza pe o sinergie intre
tehnologiile avansate si cunoastere psihologica. Al-ul nu este doar un instrument de procesare
a datelor — este chiar un sistem care invata, anticipeaza, influenteazd si simuleaza
comportamente umane cu precizie in crestere accelerata.

INTELEGENTA ARTIFICIALA .Q.
S| MANIPULAREA o
PERCEPTIEI UMANE

TEHNOLOGIE CUNOASTER
AVANSAT. PSIHOLOGIC

Invatd, anticipeaza
si simuleaza

Prelucreaza datele
si analizeaza
comportamentul

~ Y

MECANISME TEHNICI
Modeleaza Influenteaza
perceptia Si cunoasterea

comportamentul umana

In aceasta sectiune vom analiza tehnologiile care stau la baza influentei perceptive si
mecanismele operationale prin care acestea sunt exploatate pentru a modela perceptia si
comportamentul uman.



Pentru a intelege cum aceste sisteme ajung sa ne influenteze perceptiile, este important sd stim,
chiar si la nivel introductiv cum functioneaza modelele de inteligenta artificiald. Nu este vorba
despre detalii matematice sau algoritmice complexe, ci despre o intelegere functionala: ce fac
aceste modele, cum invata si cum pot simula comportamente inteligente.

La baza celor mai avansate aplicatii Al se afla asa-numitele retele neuronale artificiale —
structuri matematice inspirate din modul de functionare al creierului uman. Acestea sunt
alcdtuite din multiple straturi de ,,neuroni artificiali” care proceseaza informatia treptat,
extragand semnificatii din datele primite (cum ar fi text, imagine, sunet). Fiecare strat filtreaza,
interpreteaza si transmite mai departe informatia, pana cand sistemul produce un rezultat.

Modelele AI moderne sunt antrenate pe cantitdti uriase de date. In timpul acestui proces, ele
,Invatd” sa recunoasca tipare, relatii, emotii sau intentii. Cu cat datele sunt mai variate si cu cat
procesul de invatare este mai bine calibrat, cu atat rezultatul devine mai precis si mai credibil.

Un exemplu simplu este modelul care iti recomanda continut pe o platforma de video sau social
media. Acesta observa ce fel de materiale urmaresti, cat timp petreci pe ele, cum reactionezi
(like, comentariu, distribuire) si, in timp, iti livreaza continut tot mai adaptat intereselor tale —
chiar si fard sa-i fi spus explicit ce preferi.

Modelele de inteligenta artificiala pot fi clasificate, intr-un mod simplificat, in functie de scopul
si complexitatea lor:

e Machine Learning (ML) - modele care invatd din date pentru a face predictii sau
clasificari. Exemple: recunoasterea unui spam, recomandarea unui produs.

e Deep Learning (DL) - o forma avansatd de ML, care foloseste retele neuronale profunde
si poate identifica tipare foarte complexe, cum ar fi tonul emotional dintr-o voce sau
intentia dintr-un text.

e Modele generative - capabile sd creeze continut nou — texte, imagini, videoclipuri sau
voci — care pot parea autentice. Exemple: ChatGPT, DALL-E, voice cloning.

o Al conversational - proiectat pentru a purta dialoguri fluente si convingdtoare, adaptate
emotional la utilizator.

Pe masura ce aceste modele devin mai avansate, ele nu doar reactioneaza la utilizator, ci Incep
sa 1l modeleze activ: pot influenta deciziile, pot simula empatie, pot anticipa reactii si pot livra
continut care vizeaza direct sldbiciunile sau preferintele personale.

2.1 Tehnologii implicate

A. Retele neuronale artificiale (deep learning)

,,Creierul digital” care invata, creeaza si simuleaza comportamente umane.

Influentarea perceptiei prin inteligentd artificiald se bazeaza pe un ecosistem de tehnologii
interconectate care simuleaza, anticipeazd si modeleazd comportamentele umane. Aceste
sisteme nu doar reactioneaza la inputuri, ci intervin activ in modelarea realitétii percepute de
utilizatori — uneori Tn mod subtil, alteori in mod direct. Mai jos sunt prezentate principalele
clase de tehnologii implicate in acest proces, cu accent pe mecanismele lor de functionare si
riscurile aferente.

Retelele neuronale artificiale reprezinta coloana vertebrald a inteligentei artificiale moderne.
Acestea sunt sisteme de Invatare automata inspirate din modul in care functioneaza creierul
uman — mai precis, din structura si comportamentul neuronilor biologici.
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Un sistem de deep learning este format din straturi multiple de noduri (neuroni artificiali), care
primesc informatie, o proceseaza, si apoi o transmit mai departe in retea. Prin ajustarea
conexiunilor intre acesti ,,neuroni”, sistemul invatd din date si devine tot mai precis in
recunoasterea tiparelor sau generarea de continut. Cum functioneaza, in esenta?

e Sistemul este ,,hranit” cu date (ex: mii de imagini, fragmente de text, inregistrari audio);

e Fiecare strat al retelei extrage caracteristici tot mai abstracte (ex: de la pixeli — forme
— expresii faciale);

e Pe masurd ce invata, sistemul 1si ,,optimizeaza” conexiunile pentru a prezice, clasifica
sau genera date noi;

e Dupa o perioadd de antrenament, reteaua poate raspunde la stimuli complet noi — cu o
precizie apropiatd de comportamentul uman.

Aceasta arhitecturd complexa face ca retelele neuronale sa fie utilizate intr-o gama larga de
aplicatii — de la recunoastere faciald la traduceri automate, de la sisteme medicale la platforme
de divertisment. Dar una dintre cele mai influente si mai controversate directii este modelarea
perceptiei umane.

Al. Aplicabilititi in manipularea perceptiei.

b

Puterea retelelor neuronale nu consta doar in analiza, ci si in capacitatea lor de a interveni
asupra emotiilor si convingerilor umane. Printre cele mai relevante utilizari se numara:

Analiza expresiilor faciale

Retelele pot detecta micro-expresii, emotii subtile si stari afective prin analiza video. Sunt
folosite in:

e Reclame personalizate,
e Analiza de interviuri,
e Manipulare emotionala automata (ex: aplicatii de dating, educatie adaptiva).
e Generarea de continut — text, video, audio
Cu ajutorul retelelor neuronale, Al poate:

e Genera texte convingdtoare (ex: articole, postari, stiri false),
e Crea videoclipuri deepfake,
o Sintetiza voci umane realiste pentru escrocherii sau persuasiune.

Exemplu: un mesaj vocal ,,primit” de la o ruda sau superior, generat complet de Al.
Recunoasterea emotiilor

Prin analizarea comportamentului digital (ex: voce, mimica, ritm de tastare), Al-ul identifica
starea emotionald a utilizatorului si adapteaza reactiile sale pentru a:

o Intari loialitatea,
o Declansa reactii impulsive,
e Manipula decizii iIn momente de vulnerabilitate

Sinteza naturala a vocii

Folosind retele specializate (ex: Tacotron, WaveNet, HiFiGAN), Al poate crea voci complet
sintetice care:

o Imitd o persoana reala (ex: voice cloning),
o Exprima emotii autentice,
o Comunicd mesaje persuasive cu intonatie, pauze si ritm natural.
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Riscuri si implicatii

o Capacitate ridicata de generare realista extrema — poate crea continut fals imposibil de
identificat vizual sau auditiv de catre utilizatori obisnuiti,

e Automatizarea manipularii psihologice — Al invatd cum sa reactioneze la emotiile
umane mai eficient decat un om neantrenat;

o Escaladarea atacurilor din zona ingineriei sociale — atacatorii pot folosi retele neuronale
pentru a declansa atacuri personalizate pe scara larga (ex: fraude, manipulare politica,
santaj).

Constientizare

Retelele neuronale sunt fundamentale pentru Al, dar puterea lor de influentare este direct
proportionald cu ignoranta publicului. Cu cat intelegem mai bine cum functioneaza si ce efecte
se pot inregistra, cu atat mai mult putem:

e Adresa Intrebari critice cand interactiondm cu continut aparent convingator,
o Refuza impulsurile generate algoritmic,
o Sustine reglementarea responsabild a acestor tehnologii.

A2. Sisteme de recomandare si predictie comportamentala
"Magsinile care stiu ce vei face — uneori, mai bine decat tine."

Sistemele de recomandare si predictie comportamentald sunt printre cele mai utilizate si in
acelasi timp, cele mai putin intelese componente ale inteligentei artificiale moderne de catre
publicul larg. Ele sunt prezente si actioneaza in fundalul aproape tuturor interactiunilor noastre
digitale — de la videoclipuri pe YouTube, pana la produse ce apar in feed-ul de cumparaturi sau
postari de pe retelele sociale.

Aceste sisteme folosesc Al si machine learning pentru a analiza comportamentul online si a
construi un model predictiv despre utilizator. Scopul declarat este de a Tmbunétati experienta
digitala. Insa in practica, aceste sisteme pot fi deturnate pentru a influenta, manipula si controla
deciziile, emotiile si convingerile utilizatorilor, fara ca acestia sa constientizeze si sd-si exprime
acordul explicit.

Cum functioneaza?
Sistemele de recomandare colecteaza si analizeazd informatii despre tine, precum:

e Istoricul de cautare si navigare,

e Durata de vizualizare a unui continut,

e Clicuri, like-uri, comentarii, partajari,

e Ritmul de derulare, pauzele si revenirea pe continut,

e Locatie, ora din zi, dispozitiv folosit, comportamente repetitive.

Aceste date sunt procesate pentru a crea un profil comportamental si, ulterior, un set de
previziuni personalizate (ex: ce te intereseaza, ce te atrage, ce te nelinisteste, ce tip de reactie
este cel mai probabil sa ai etc.).

Ce pot face aceste sisteme?

e Pot alege ce vezi si in ce ordine vezi — feed-urile nu sunt cronologice, ci modelate sa
mentind atentia ta cat mai mult;

e Anticipeazd ce vei face — dacd esti pe cale sd cumperi, sa distribui ceva sau sa te
enervezi, sistemul ,,stie” si actioneaza in consecinta;

e Te influenteazd emotional — prin livrarea de continut care starneste reactii afective
intense (ex: teama, furie, dorinta, revoltd);
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o Itimodeleaza obiceiurile — prin repetitie si expunere strategica, ajungi sa adopti anumite
rutine digitale fara sa-ti dai seama.
Exemple concrete:

e Un utilizator vizioneaza clipuri legate de sandtate — sistemul Incepe sa-i recomande
produse ,,naturiste” scumpe sau continut conspirationist;

e O persoand comenteaza un articol de naturd politicdA — primeste postari din ce in ce
mai partizane, care intaresc doar propria viziune (sau o deturneaza);

e Cineva cautd ,,cum sa gestionez stresul” — este inundat cu reclame pentru cursuri
costisitoare, aplicatii de relaxare si solutii rapide, uneori inutile;

e O adolescenta urmareste continut legat de greutatea corporald — sistemul incepe sa
recomande materiale care promoveaza idealuri toxice de frumusete sau comportamente
alimentare riscante.

Riscuri majore:

e Manipulare invizibild a convingerilor — utilizatorul ajunge sa creada ca ideile si
deciziile sale i apartin in totalitate, cand de fapt sunt induse prin expunere algoritmica
repetitiva;

o Polarizare sociald si ideologica — cadnd oamenii sunt ’injectati”” doar cu opinii similare,
diferentele de viziune devin extreme, de neinteles si de neacceptat;

o Comportament modelat pe obiective comerciale — nu vezi ceea ce ai nevoie, ci ceea ce
are cea mai mare valoare economica sau ideologica pentru platforma sau promotor;

o Dependenta digitald — sistemele optimizeaza pentru atentie, nu pentru echilibru. Astfel,
oferd continut stimulant si creator de dependenta, nu util si sanatos.

Cum ne putem proteja?

e Folosim platformele Tn mod constient, nu in regim pasiv (ex: derulare automata,
consum excesiv);

o Setam limite de timp si optiuni de personalizare unde este posibil;

o (Cautdm activ surse si continut alternativ, nu doar ce ni se ofera in feed;

o Folosim periodic sesiuni de navigare curatd (ex: incognito, fara login, fara istoric
activat);

e Ne intrebam frecvent: ,,Cine a ales sa vad asta? Eu sau un algoritm?”

B. Large Language Models (LLMs) (ex: ChatGPT, Gemini, Claude, Mistral etc)

. Inteligenta Artificiala care intelege si genereaza limbajul uman — cu precizie, viteza si
influenta fara precedent.”

Large Language Models (LLMs) reprezinta o clasa de algoritmi Al antrenati pe cantitati masive
de text — zeci, sute de miliarde sau trilioane de cuvinte, extrase din carti, articole, conversatii,
site-uri web, coduri de programare si multe altele. Aceste modele au capacitatea de a intelege,
interpreta, simula si genera limbaj uman coerent, adaptat contextului, publicului si intentiei
dorite.

LLM-urile precum ChatGPT (OpenAl), Gemini (Google), Claude (Anthropic), Mistral,
LLaMA (Meta) sau Command-R (Cohere) sunt deja integrate in numeroase aplicatii
comerciale, educationale, organizationale si sociale.

Cum functioneaza?

e Modelul este antrenat pe seturi incredibil de mari de date (ex: corpusuri lingvistice
globale);
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Invitarea are loc prin predictia cuvantului urmator intr-un context dat — dar cu milioane
de exemple;

Dupa antrenare, Al-ul poate raspunde la intrebari, redacta texte, rezuma informatii,
construi argumente, conversa pe diverse teme si chiar simula stiluri si emotii.

Capacitati relevante in manipularea perceptiei:

Generare automatd de text persuasiv — articole, opinii, stiri false, argumentatii
convingatoare;

Raspunsuri aparent neutre, dar ideologic influentate, In functie de sursele de
antrenament si parametrii;

Simulare de voci online (ex: text-based impersonation) — un Al poate raspunde ca si
cum ar fi o persoana reala in baza unui text;

Asistenta conversationald manipulativa — ghidarea subtild a utilizatorului spre anumite
concluzii, produse, idei.

Exemple concrete:

Un actor malitios foloseste un LLM pentru a genera sute de articole ,,expert” referitoare
la o tema controversatd — toate avand aceeasi directie ideologica;

Un chatbot de asistentd aparent empatic sugereaza unui utilizator vulnerabil ,,solutii”
care conduc spre achizitii riscante sau convingeri toxice;

Un model Al este configurat sd raspunda ,,calm si profesionist” in contexte de
dezinformare, oferind mesaje persuasive falsificate.

Riscuri si implicatii:

Scalabilitate infinitd a manipuldrii — un LLM poate produce in cateva minute mii de
texte adaptate emotional, ideologic sau contextual pentru a influenta publicul tinta;
Deghizare in autoritate — dacd un Al este ,,mascat” ca expert, profesor, consilier sau
lider, mesajele sale pot influenta decizii majore;

Imposibilitatea de a distinge continutul uman de cel generat — textele par naturale,
coerente, credibile — chiar daca sunt complet fabricate;

Automatizarea ingineriei sociale — un LLM poate invita si aplica tactici clasice de
persuasiune, manipulare si dezinformare, la scara larga si fara pauza.

Cum ne protejam?

Folosim LLM-urile ca instrumente, nu ca surse ’absolute” de adevar;

Verificam sursa initiala / primard a informatiei, mai ales cand pare ,,prea bine scrisa”
sau ,,perfect argumentata”;

Dezvoltam sanatos reflexul de a intreba: este acest continut generat de om sau de Al?;
Recunoastem modele persuasive: repetitie subtild, apel la emotii, ton hiper rational,
evitarea surselor verificate.

C. Machine Learning Afectiv (Emotion Al) — detectarea si manipularea emotiilor

., Cand Al-ul nu doar te asculta sau te priveste, ci te simte si reactioneazd in consecinta.’

’

Emotion Al cunoscut si sub denumirea de machine learning afectiv, se individualizeaza ca o
ramura a inteligentei artificiale ce are, printre altele, rolul de a detecta, interpreta si reactiona
la stdrile emotionale ale oamenilor. Spre deosebire de Al-ul traditional care proceseazd date
explicite (ex: cuvinte, comenzi, cifre), Emotion Al se concentreaza pe date implicite, subtile si
contextuale, precum expresiile faciale, tonul vocii, ritmul respiratiei sau comportamentul

digital.
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Aceastd tehnologie face ca Al-ul sd nu mai fie un simplu ,,executant de comenzi”, ci un
interlocutor sensibil la emotiile umane, capabil sa reactioneze empatic sau sa exploateze emotii
in scenarii periculoase pentru a manipula.

Cum functioneaza?

Colectare de semnale afective — prin camera video, microfon, tastaturda, mouse, senzori
biometrici sau analiza comportamentului digital;

Analiza multimodala — combinarea diferitelor tipuri de date (ex: voce + expresie faciala
+ activitate digitald) pentru o intelegere holistica a starii emotionale;

Modelare si interpretare — Al-ul clasifica starea utilizatorului ca: stresat, trist, euforic,
furios, anxios etc.;

Reactie adaptiva — Al-ul ajusteaza continutul, tonul sau ritmul interactiunii in functie
de emotia detectata.

Unde este folosit?

Aplicatii de relatii clienti (ex: customer service): chatbot-ul ,,se adapteaza” in functie
de tonul tau;

Educatie digitala adaptiva: detecteaza frustrarea sau plictiseala si schimba strategia de
invatare;

Publicitate tintitd emotional: reclame afisate cand Al-ul ,,simte” ca esti vulnerabil sau
receptiv;

Securitate si supraveghere: recunoastere faciala emotionald in aeroporturi, scoli,
stadioane;

Asistenta psihologica Al: conversatii emotional-reactive cu utilizatori in dificultate.

Exemple de manipulare:

Al-ul detecteaza anxietate si livreaza reclame cu mesaj alarmist: ,,Esti pregatit pentru
ce urmeaza?’’;

Al-ul ,,simte” tristetea si directioneaza utilizatorul spre continut de consolare — inclusiv
mesaje care manipuleaza sau exploateaza emotional;

In contexte comerciale, Al-ul recunoaste frustrarea si propune ,,solutii” cu costuri mari
sau conditii dezavantajoase;

In propagandi, algoritmii oferi continut ideologic intens, exact in momentele
emotionale de vulnerabilitate cognitiva.

De ce este periculos?

Exploateazd momente de instabilitate emotionala — cand esti supdrat, anxios sau
entuziasmat, esti mai usor de manipulat;

Este invizibil si imposibil de verificat pentru utilizator — nu stii cand esti ,,evaluat
emotional”, nici ce face sistemul cu acea informatie;

Permite controlul psihologic automatizat — Al-ul ajusteaza vocea, mesajul, culorile,
muzica sau dinamica unei interactiuni pentru a stimula reactii precise (ex: acceptare,
teama, impuls, achizitie, evitare etc.).

Incalca intimitatea mentald — este una dintre cele mai directe forme de intruziune in
spatiul psihologic personal, fard acord constient.

Cum ne putem proteja?

Limitam accesul aplicatiilor la camera video, microfon, senzori si date biometrice, daca
nu este necesar,
Folosim software-uri sau extensii care reduc monitorizarea comportamentald;
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e Recunoastem momentele noastre de slabiciune emotionala si evitdm sd ludm atunci
decizii importante;

e Ne intrebam: ,,Reactionez pentru ca simt cu adevarat asta — sau pentru ca un sistem m-
a condus acolo?”.

D. Al vizual — imagini, video, deepfake, avataruri sintetice

., Cand ceea ce vezi cu ochii tai poate fi complet fals — dar imposibil de detectat.”

Al-ul vizual este zona in care inteligenta artificiala proceseaza, intelege si genereaza continut
vizual: imagini statice, videoclipuri, animatii si chiar entitati virtuale sintetice care
interactioneaza cu utilizatorii. Este una dintre cele mai spectaculoase, dar si cele mai
periculoase directii ale tehnologiei Al, cu impact direct asupra sentimentului de incredere
vizuala — acel instinct fundamental uman de a crede ce vedem.

De la simple imbunatatiri de imagine, la reconstructii faciale complete, de la generarea unor p
care nu existd, pand la manipularea expresiilor faciale in timp real, Al-ul vizual redefineste
conceptul de autenticitate vizuala.

Cum functioneaza?

e Modele Al antrenate pe seturi de date vizuale Invatd sd recunoascd, genereze si
modifice imagini si videoclipuri.
e Se folosesc algoritmi precum:
o GANSs (Generative Adversarial Networks) — pentru generare de imagini realiste;
o Autoencoders — pentru reconstructia trasaturilor faciale;
o Deepfake frameworks — pentru Inlocuirea fetei sau sincronizarea buzelor;
o Text-to-image models — pentru crearea de imagini sintetice din descrieri text
(ex: Midjourney, DALL-E, Stable Diffusion);
o Motion capture Al — pentru animarea avatarurilor in timp real.

Capacitati si aplicatii:

e Crearea de indivizi sau grupuri care nu exista, dar care par absolut reale (ex: fotografii,
profiluri sociale, influenceri virtuali);

o Deepfake video/audio — inlocuirea fetei si vocii unei persoane reale dintr-un material
video, pentru a simula o declaratie, un gest sau o actiune;

e Avataruri interactive Al — personaje animate, cu fete sintetice, care interactioneaza
conversational cu utilizatorul;

e Modificarea expresiilor si a emotiilor din materiale vizuale existente, fara a altera
peisajul natural al scenei.

Exemple concrete de manipulare:

e Un videoclip in care un politician pare sd recunoasca si chiar sa-si asume fapte grave —
dar declaratia nu a fost niciodata rostita;

e O campanie de dezinformare in care ,,martori oculari” comenteaza un eveniment — desi
persoanele nu exista, fiind create integral de Al;

e Un mentor (influencer) ,,virtual” care promoveaza produse, ideologii sau cauze, dar in
realitate este doar un construct digital controlat de o agentie;

e O aplicatie de tip filtru fotografic (beauty filter Al) care schimba subtil trasaturile
utilizatorilor In scopuri comerciale si de control al perceptiei de sine.
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De ce este periculos?

e Fractura dintre realitate si aparentd — ceea ce este vizibil nu mai este un indicator de
incredere si ochiul uman nu mai poate distinge falsul de autentic fara instrumente de
verificare specializate;

e Manipularea emotionald la nivel profund — imaginile si video-urile sunt procesate
emotional mai rapid si mai intens decat textul si un fals vizual bine articulat declanseaza
reactii automate;

e Efect de contagiune sociald — materialele deepfake sau synthmedia pot deveni virale
foarte rapid, producand reactii publice masive inainte de a fi verificate;

e Abuz, santaj, dezinformare, compromitere personald sau institutionald — prin
falsificarea continutului vizual, reputatii si relatii pot fi distruse instantaneu.

Cum ne putem proteja?

e Verificam autenticitatea vizuald cu unelte specializate:
o Deepware Scanner,
o Sensity Al,
o Microsoft Video Authenticator,
o InVID verification plugin (pentru jurnalisti).
o Cautam sursa originald a materialului vizual: unde a fost publicat prima data, de cine,
in ce context?
e Réamanem critici in fata continutului ,,socant” sau ,,senzational”: daca pare prea real sau
prea extrem si reclama a fi verificat.
o Raportam imediat falsurile periculoase pe platformele unde apar si alertim comunitatea
si autoritatile.

2.2 Mecanisme de manipulare perceptiva

Dincolo de tehnologie, manipularea eficientd a perceptiei implica intelegerea profunda a
psihologiei umane. Mecanismele utilizate de Al sunt concepute pentru a exploata reactii
emotionale, biasuri cognitive(capcane mentale) si tipare comportamentale recurente.

A. Algoritmi de stiri (feed) personalizat

’

., Ce vezi nu e intampldator — ci programat sa te captiveze si sd te influenteze.’

Feed-urile personalizate au devenit axul central al experientei digitale moderne. Céand
navighezi pe o retea sociala, citesti stiri online, cauti informatii sau vizionezi videoclipuri, nu
vezi tot ceea ce existd, ci doar ceea ce algoritmul decide sa iti arate. Aceasta decizie nu este
neutrd si nu are ca scop diversitatea sau echilibrul informational, ci maximizarea implicarii tale
— adica a atentiei, emotiilor si reactiilor tale.

Cum functioneaza?
Algoritmii de feed personalizat utilizeaza inteligenta artificiald pentru a analiza:

e ce tip de continut consumi cel mai des,

e cat timp petreci parcurgand un anumit articol, postare sau video,

e ce distribui, comentezi sau apreciezi,

e cine sunt persoanele si paginile cu care interactionezi,

e la ce ord, de pe ce dispozitiv accesezi si in ce stare emotionala te afli (in functie de
comportament si semnale subtile).
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In baza acestor informatii, Al-ul construieste un profil comportamental si emotional si iti
serveste un feed structurat pe masurd: continut care are sanse mari sd declanseze o reactie
imediata.

Ce fel de continut este afisat?

e Informatii care confirma convingerile tale
o Daca ai dat like(apreciat) sau ai comentat un articol anti-vaccin, iti vor apdrea
si altele similare, nu argumente pro-vaccin;
o Daca esti interesat de o anumitd ideologie, Al-ul iti ofera postari care o sustin,
nu critici obiective.
e Postari care activeaza emotii intense
o Frica, furie, indignare, admiratie — orice emotie care determind o reactie rapida;
o Algoritmii favorizeaza continutul ,,viral”’(cu impact) emotional, nu pe cel
echilibrat si informativ.
e Perspective identice cu ale tale
o ,Toatd lumea” pare sd gindeasca exact ca tine.
o Dispar opiniile contrare, punctele de vedere divergente, argumentele
alternative.

Exemplu concret:

Un utilizator cu simpatii politice solide incepe sd acceseze postari in care se criticd o anumita
idee sau categorie sociald. In scurt timp:

e Feed-ul sdu devine dominat de mesaje similare, unele chiar extreme;

o Postarile moderate dispar sau sunt foarte rare;

e Al-ul accentueaza ,,ideea dominanta” pentru a-1 mentine conectat si implicat;
o Utilizatorul are impresia ca opinia sa este unanim acceptata si sustinuta.

Rezultat: radicalizare, polarizare, izolare informationala

o Radicalizare: opiniile se intaresc in lipsa dezbaterii si a diversitatii informationale;

o Polarizare: taberele devin tot mai rigide si mai intolerante una fatd de cealalta;

e Izolare: utilizatorii traiesc in ,,camere de ecou” algoritmice unde se aud doar propriile
idei, amplificate.

Efecte asupra perceptiei:

o Realitatea devine distorsionata — dacd vezi doar dintr-un unghi de abordare, 1l percepi
ca fiind ,,adevarul absolut”;

o Dezbaterea publica devine toxica — lipsa expunerii la argumente contrare conduce la
refuzul dialogului;

e Societatea devine fragmentata — fiecare grup traieste intr-o realitate paraleld, modelata
de algoritmi.

Cum ne putem proteja?

e Diversificim sursele de informare — urmarim constient si perspective opuse / adverse:

e Cautam activ continut din afara feed-ului algoritmic — accesam direct surse de stiri
independente, canale specializate, pagini nepersonalizate:

e Limitdm timpul petrecut in platforme care nu ofera control asupra feed-ului;

e Ne intrebdm constant: ,,Cine a ales sa vad asta? Eu — sau o masind care stie ce ma
intereseaza cel mai mult?”.
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B. Microtargeting psihografic — influentarea personalizata a perceptiei
comportamentului

R
[~y

1

., Cand Al-ul iti cunoaste fricile, sperantele si slabiciunile — si le foloseste impotriva ta.’

Microtargeting-ul psihografic este o tehnica avansata de influentare digitala ce combina analiza
comportamentald, psihologicad si emotionald cu inteligenta artificiala, pentru a crea mesaje
personalizate si directionate individual, cu scopul de a influenta convingerile, deciziile si
comportamentul.

Spre deosebire de publicitatea clasica, ce transmite un mesaj general cdtre un public larg,
microtargeting-ul Al creeaza campanii personalizate pentru fiecare individ sau grup de indivizi
— adaptate stilului cognitiv, emotiilor predominante, vulnerabilitatilor si contextului social.

Cum functioneaza?

e Al-ul colecteaza si analizeaza date despre subiect din surse multiple:
o like-uri, share-uri, comentarii, istoricul de cautari si achizitii;
o postari scrise, limbaj folosit, emoticoane, orar de activitate;
o locatie, contacte, grupuri, preferinte politice;
o date demografice si semnale comportamentale.
e Pe baza acestor informatii, construieste un profil psihografic detaliat:
o ce motiveaza, ce sperie, cum se reactioneaza la autoritate, ce stil de comunicare
se preferd, in ce tip de mesaje se investeste incredere.
e Apoi, livreazd mesaje personalizate, prin reclame, postari, articole, videoclipuri sau
conversatii simulate, pentru a:
o influenta achizitia un produs,
o convinge (re)orientarea pentru a se sustine o cauza,
o exprima votul intr-un anumit fel,
o convinge (re)orientarea pentru respingerea unui grup sau a unei idei.

Exemple concrete:

e O persoand cu tendinte anxioase primeste continut care accentueaza riscuri, crize,
solutii de urgenta;

o Unutilizator cu orientare politicd ambigua este expus la argumente subtile, dar repetate,
menite sa-l atraga intr-o anumita tabara;

e Un adolescent cu stima de sine scdzuta este bombardat cu reclame pentru produse de
transformare fizica, aplicatii de dating(intalniri) sau comunitati ,,exclusive”;

o Un angajat care isi exprimd nemultumiri online primeste invitatii la miscari de protest
sau grupuri ideologice radicale.

De ce este periculos?

¢ Elimind autonomia decizionald — deciziile devin doar reactii la mesaje concepute
special pentru a influenta;

e Este complet invizibil — nu stim ca am fost targetati(vizati) si nici nu realizdm ca ceea
ce ni se ofera este personalizat cu scop de manipulare;

e Functioneaza ticut si fara opozitie — pentru ca mesajul pare ,logic” sau ,,natural”, nu
declanseaza scepticism sau reactie critica,

e Poate radicaliza — utilizatorii care nu au acces la alte puncte de vedere sunt usor de atras
spre extreme ideologice.
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Exemple de impact major:

Campania Cambridge Analytica — unde milioane de alegétori au fost influentati prin
microtargeting psihografic in procesele de alegerti,

Campanii anti-vaccinare ce se foloseau de teamad, incertitudine si neincredere in
autoritati, tintind segmente vulnerabile emotional;

Platforme comerciale care vand produse de slabit sau ,,solutii miraculoase” doar catre
persoane cu tipare detectate de insecuritate fizica sau depresie latenta.

Cum ne putem proteja?

Limitam cantitatea de date personale partajate pe retele sociale si platforme online;
Folosim extensii si setdri care blocheaza tracking-ul comportamental (ex: Privacy
Badger, uBlock Origin, Ghostery);

Folosim conturi ,curate” pentru cautdri importante (ex: 1in browsere
nepersonalizate/incognito);

Analizam critic mesajele care ,,par sa fie exact pentru noi” — si care sunt de fapt cele
mai suspecte.

C. Generare de continut fals credibil — iluzia realitatii algoritmice

., Nu trebuie sa modifici realitatea — e suficient sd creezi o versiune mai convingatoare.’

’

Unul dintre cele mai periculoase efecte ale inteligentei artificiale moderne este capacitatea de
a genera continut fals, dar extrem de convingator, care imitd in detaliu structura, stilul si
autoritatea continutului autentic. Aceasta abilitate a Al-ului pune in pericol insusi “conceptul
de adevar”, deoarece utilizatorii nu mai pot distinge intre ceea ce este real si ceea ce este
generat.

Cum functioneaza?

Algoritmi de generare a limbajului (LLMs) produc texte persuasive, articole, postari,
documente sau conversatii care par scrise de o persoand reald;

Modele Al vizuale si audio creeaza videoclipuri, imagini, grafice si voci artificiale care
reproduc perfect persoanele, timbrul vocal, expresiile sau stilul de comunicare;

Al-ul este capabil sa simuleze stiluri specifice (jurnalistic, stiintific, empatic, autoritar),
facand falsul imposibil de identificat intuitiv.

Exemple de continut generat:

Articole false care sustin o teorie, folosind surse fabricate sau statistici neverificabile;
Postari social media ,,de la martori oculari” ale unor evenimente care nu au avut loc;
Mesaje de tip testimonial, semnate de ,,specialisti” complet inventati;

Emailuri, comentarii sau recenzii automate, care creeaza iluzia unei opinii colective
reale.

De ce este periculos?

Deturneaza increderea in fapte si surse — dacd totul poate fi generat, ce mai este
credibil?;

Altereaza perceptia realitatii — oamenii reactioneaza emotional la un mesaj ,,vazut cu
ochii lor”, chiar daca este fals;

Accelereaza viralizarea dezinformarii — continutul este produs In masa, fara costuri
mari si poate fi distribuit cu usurintd in retele sociale, catre grupuri inchise sau pe
platforme marginale;
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Saboteaza institutii, companii si persoane — prin falsificarea discursului,
comportamentului sau pozitiondrii publice.

Cum actioneaza asupra perceptiei:

Creeaza dovezi fabricate care sustin o idee falsa (ex: ,,uite articolul, uite ce a spus, uite
video-ul”);

Provoaca reactii imediate si intense, Tnainte ca utilizatorul sd aiba timp sa verifice;
Declanseaza efectul de confirmare: daca se aliniaza cu parerile tale, e mai usor de
acceptat ca fiind adevarat;

Erodeaza increderea generala in media si informatii reale: ,,nimic nu mai e sigur, toate
pot fi trucate”.

Tehnologii implicate:

GPT, Gemini, Claude — generatoare de text convingator si adaptiv;
DALL-E, Midjourney, Stable Diffusion — generare de imagini false realiste;
ElevenLabs, Resemble Al — clonare vocala;
Deepfake frameworks (DeepFaceLab, Avatarify) — video-uri trucate cu persoane reale;
o Cum ne putem proteja?
Verificam sursele — nu doar continutul;
o Cine a publicat? Unde? Este un canal de incredere?
Folosim instrumente de analiza digitald a autenticitatii:
o Sensity Al,
o Deepware Scanner,
o InVID Verification Plugin.
Cautdm alte surse independente care confirmd informatia — mai ales in cazul unui
material viral;
Evitam redistribuirea continutului emotional sau socant pand nu verificam;
Educam reflexul de a spune: ,,Doar pentru ca pare real, nu inseamna ca este!”

D. Automatizarea conversatiei si manipularii prin boti avansati

,,Nu orice mesaj prietenos e trimis de un om — uneori, Al-ul iti cdstiga increderea ca sa o

foloseasca impotriva ta.’

)

Botii conversationali bazati pe inteligenta artificiala sunt sisteme automate capabile sd simuleze
un dialog coerent, empatic si convingator cu utilizatorii umani. Cand acesti boti sunt antrenati
cu date relevante, reglati fin pentru a atinge un anumit scop si inzestrati cu capacitati de analiza
psihologica, ei devin instrumente extrem de eficiente de persuasiune, manipulare si extragere
de informatii sensibile.

In forma lor pozitiva, pot fi folositi ca asistenti digitali, suport tehnic sau consilieri. In forma
lor abuziva, devin vectori de inginerie sociala automatizata.

Cum functioneaza?

Sistemul conversational Al este construit pe un model lingvistic avansat (ex: GPT,
Claude, LLaMA) si antrenat pentru a simula conversatii umane autentice;

Este configurat sa interpreteze tonul, intentia si emotia din raspunsurile utilizatorului;
Se adapteaza pe parcursul dialogului — schimbéand tonul, ritmul si continutul pentru a
mentine interesul si a obtine raspunsuri specifice;

Poate fi integrat in aplicatii de chat, retele sociale, call center-uri false, pagini de
phishing sau platforme online aparent legitime.
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Exemple de manipulare cu boti:

,Recrutorul” care promite locuri de munca si solicitda CV-uri sau date personale, dar
este un bot conversational;

,,Consilierul financiar” care rdspunde la Intrebari, oferd solutii si convinge victima sa
acceseze linkuri sau sa faca transferuri;

,Persoana romanticd” ce Intretine conversatii afectuoase si convinge utilizatorul sa
trimitd bani, fotografii sau informatii intime;

,Colegul IT” care simuleaza suport tehnic si cere acces la conturi, parole sau sisteme
interne;

,Activistul online” care angajeaza victima intr-o conversatie ideologica pentru a o
radicaliza treptat.

De ce este periculos?

Conversatia pare naturald si umanad, mai ales daca botul foloseste expresii afective,
greseli intentionate sau reactii emotionale;

Exploateazd increderea in comunicarea interpersonald — oamenii tind sa fie mai relaxati
intr-o discutie prietenoasd decat in fata unui mesaj de alerta,

Obtine informatii sensibile in mod gradual si discret — prin conversatii aparent banale,
botul poate construi un profil complet al victimei,

Poate fi scalat pentru mii de victime simultan, fara costuri suplimentare, facand ca
atacurile sociale sa devind masive, continue si nedetectabile.

Zone de aplicare abuziva:

Campanii de phishing automatizat, care incep prin conversatiec si se termind cu
capurarea datelor de acces;

Fraude online (ex: romance scam, job scam, invest scam) ghidate de Al conversational,
Propaganda si dezinformare desfasurata in interiorul unor grupuri sociale, unde botii
intretin dialoguri, sustin idei si creeaza iluzia unui consens social;

Chat-uri Al integrate in site-uri frauduloase, care valideaza increderea vizitatorului si il
conving sa actioneze.

Cum ne putem proteja?

Folosim scepticismul activ in conversatiile online — punem intrebdri concrete, cerem
dovezi ale identitatii, nu actiondm impulsiv;

Verificam intotdeauna sursa si scopul unei conversatii, mai ales In cazul ofertelor,
cererilor de ajutor sau promisiunilor de castiguri rapide;

Folosim site-uri verificate (de incredere) si evitdm interactiunile in cadrul platformelor
nesecurizate sau necunoscute;

Retinem ca Al-ul conversational nu are limite etice proprii — dacad a fost antrenat sa
manipuleze, o va face fara ezitare.

3 MANIPULAREA PERCEPTIEI CU AJUTORUL INTELIGENTEI ARTIFICIALE

Dupa ce am explorat fundamentele tehnice ale inteligentei artificiale, este important s
intelegem cum aceste tehnologii — de la retele neuronale si sisteme de recomandare, pana la Al
vizuala si afectivd — nu raman simple instrumente neutre, ci devin parte activd in modelarea
perceptiilor, emotiilor si convingerilor umane. Capitolul de fatd analizeaza modul in care aceste
sisteme sunt folosite nu doar pentru a livra continut, ci pentru a influenta modul in care
realitatea este perceputa, interpretata si interiorizata.
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Manipularea perceptiei umane prin intermediul inteligentei artificiale (Al) reprezinta o forma
sofisticatd de influentare psihologica si informationald, care utilizeaza algoritmi avansati, retele
neuronale si Invatare automatd pentru a modela modul in care oamenii percep realitatea —
vizual, auditiv, emotional sau cognitiv.

Manipularea nu este directa, explicitd sau agresiva, asa cum se intampla in formele clasice de
persuasiune sau propagandd. Dimpotriva, actioneaza subtil, invizibil si adesea personalizat, in
functie de datele si vulnerabilitatile fiecarui grup sau individ.

3.1 Definirea contextului

Manipularea perceptiei prin inteligentd artificiala se refera la utilizarea deliberata a
tehnologiilor inteligente pentru a influenta modul in care o persoand sau un grup social
interpreteaza realitatea. Aceastd manipulare nu presupune neaparat furnizarea de informatii
false, ci mai degraba controlul subtil al contextului, formei si frecventei cu care este livrat
continutul digital.

Este o forma avansata de influentare psihologica si sociala, in care algoritmii decid Intr-un
procent semnificativ:

e Cevezi,

« In ce ordine vezi,

o Cum iti este prezentata informatia,

o Ce este ascuns sau suprasaturat in mediul tau digital.

Tehnicile utilizate includ:

o Selectia si prezentarea strategica a continutului - algoritmii decid ce anume sa iti afiseze
(stiri, videoclipuri, mesaje, opinii), accentudnd anumite perspective si ignorand altele;

o Stimulare algoritmicd personalizatd - sistemele Al Invatd din comportamentul tdu
online si ajusteaza continutul pentru a produce reactii specifice (ex: anxietate, furie,
entuziasm);
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o Consolidarea convingerilor existente - utilizatorii sunt expusi constant la informatii care
le valideaza opiniile si, in acelasi timp, sunt izolati de puncte de vedere alternative;

o Filtrarea experientei digitale - interactiune online este adaptata in asa fel incat perceptia
utilizatorului asupra realitatii devine tot mai subiectiva, artificiald si deconectatd de
realitatea obiectiva — fara ca acesta sa constientizze influenta.

Exemple de manifestare
Pentru a Intelege aplicabilitatea concreta a acestor mecanisme, iatd cateva scenarii comune:

o Feed-ul social personalizat - un utilizator primeste exclusiv postari care sustin o
anumita ideologie, ceea ce creeaza impresia falsa ca ,,toatd lumea gandeste la fel”;

e Reclame emotionale directionate - un algoritm detecteazd cd o persoand este anxioasa
(ex: prin comportamentul de derulare, cautari recente etc.) si 1i afiseaza reclame
alarmiste legate de sanatate sau siguranta personald;

o Conversatii simulate de Al - boti conversationali inteligenti care par empatici si de
incredere ghideaza utilizatorul spre anumite decizii (ex: achizitii, opinii politice,
distantare fatd de familie sau prieteni);

o Excluderea opiniilor divergente - utilizatorii care consuma continut dintr-o singura
sursa sunt ,,captivi / incuiati” in bule cognitive, fara expunere fatd de alte idei — ceea ce
conduce la polarizare si radicalizare.

e Deepfake-uri aparent credibile - videoclipuri trucate ce prezintd persoane publice in
situatii neverosimile, dar realizate atat de realist incat pot modifica opinii sau produce
reactii de masa.

3.2 Mecanisme de captare a atentiei utilizatorului si pentru manipularea cognitiva a
acestuia

Algoritmii Al pun la dispozitie o serie de mecanisme care sunt in mod curent exploatate, atat
de retelele de socializare, cat si de platforme generatoare de continut personalizat. In tabelul de
mai jos sunt prezentate cateva dintre ele, insotite de exemple si posibile efecte ce se pot
inregistra:
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Crt. Mecanism Efect Exemplu

Primesti doar postari care
sustin o idee politica sau
ideologica

Ascunde perspective

A | Filtrarea continutului .
’ alternative

Genereaza continut

Clasificarea emotionala a Al detecteaza ca esti anxios —

B e . adaptat starii - - . .
utilizatorului pt iti livreaza continut alarmist
emotionale
. g . Un video fals cu o persoana
Crearea de continut fals Afecteaza perceptia e " P :
C o ’ A publica ce ,,face” o declaratie
credibil realitdtii . g
1mportanta
Obtine ascultare si . . .
. D . g ’ Asistenti virtuali Al care
Simularea empatiei si influenteaza - .
D | . . raspund afectuos si
increderii sentimentul de . N .
. manipulativ in conversatii
loialitate
Recomandare . Al stie cd esti vulnerabil
< Modeleaza deciziile RO g
E | comportamentala o . economic si iti afiseaza
. utilizatorului . .
predictiva reclame de imprumut agresive

A. Filtrarea continutului — ascunderea perspectivelor alternative

Una dintre formele de manipulare a perceptiei prin inteligentd artificiala este filtrarea
continutului. Acest proces presupune selectarea si afisarea informatiilor in functie de
comportamentul, preferintele si istoricul digital al fiecarui utilizator — un mecanism aparent
util, dar care poate avea consecinte grave asupra Intelegerii realitatii.

Ce face Inteligenta Artificiala?

Algoritmii care guverneaza retelele sociale, motoarele de cautare sau platformele video
analizeazad constant tipurile de continut accesate frecvent, postdrile apreciate, distribuite sau
comentate, timpul petrecut pe articole si interactiunile sociale din mediul digital. Pe baza
acestor date, sistemul personalizeaza experienta online, eliminand treptat din feed sau din
rezultate informatiile care nu se aliniazi cu interesele si convingerile identificate. In unele
cazuri, continutul poate fi ajustat deliberat pentru a influenta perceptiile utilizatorului.

Efectul: Bula informationala

Acest fenomen duce la articularea unei asa-numite "bule informationale" — un spatiu digital in
care utilizatorul este expus exclusiv la idei, opinii si perspective ce ii confirma propriile
convingeri, In timp ce informatiile contrare sunt filtrate, minimizate sau excluse complet.

Exemplu concret:

Un utilizator care urmareste frecvent postdri cu continut nationalist sau populist,
interactioneaza cu pagini sau grupuri care distribuie teorii ale conspiratiei, respinge sau
comenteazd negativ sursele jurnalistice consacrate (etc.), va primi in feed-ul sdu din ce in ce
mai putin continut obiectiv, neutru sau din surse credibile, si din ce Tn ce mai mult continut
care 1i Intdreste convingerile deja existente, care exclude opiniile alternative, care poate
conduce treptat la radicalizarea punctului de vedere, etc.
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Rezultatul se constituie Intr-o perceptie distorsionata a realitdtii, in care utilizatorul ajunge sa
creada ca toti ceilalti gandesc la fel ca el, iar sursele alternative sunt ,,manipulate” sau
,corupte”.

De ce este periculos?

o Afecteazd gandirea criticdA — utilizatorilor nu li se mai expun puncte de vedere
contradictorii ce i-ar putea face sa reflecteze sau sa-si reevalueze opiniile;

e Creste polarizarea sociald — grupurile se radicalizeaza in camere de ecou digitale, in
care realitatea este perceputa printr-o singura lentila;

e Favorizeaza manipularea in masa — In perioade-cheie (ex: alegeri, crize sociale naturale
sau artificiale), aceste bule pot fi exploatate pentru a influenta decizii colective fara
rezistentd cognitiva;

Diminueaza diversitatea informationald — o societate care consuma doar un tip de informatie
este vulnerabila la dezinformare sistemica si la pierderea pluralismului democratic.

Cum ne protejam?

e Urmarim activ surse diverse, inclusiv cele care nu ne confirma opiniile;

e Analizam critic motivatia algoritmului: de ce vad acest continut?;

e Setam manual preferintele de afisare unde este posibil (ex: ,,See First”, ,,Mute”,
,Personalizeaza feed-ul”);

o Folosim periodic modurile incognito sau browsere fara istoric personalizat pentru a iesi
din bule algoritmice.

B. Clasificarea emotionala a utilizatorului — generarea de continut adaptat starii
emotionale

O altd forma de manipulare consta In capacitatea algoritmilor de a detecta, evalua si reactiona
in timp real la starea emotionala a utilizatorului. Acest proces poarta numele de emotion Al sau
afective computing sieste deja implementat in multiple medii digitale: social media, publicitate,
entertainment, interfete conversationale si asistenti vocali.

Ce face Inteligenta Artificiala?
Sistemele inteligente pot analiza semnale subtile precum:

o Expresii faciale (prin intermediul camerei telefonului sau a laptopului, atunci cand sunt
utilizate aplicatii specifice),

e Tonul vocii (ex: in apeluri, mesaje audio, interactiuni video),

o Ritmul tastarii si timpul petrecut pe anumite tipuri de continut,

o Cuvinte cheie rostite, in cazul sistemelor cu ascultare continua (ex: asistenti personali
de tip Google Assistant, Amazon Alexa, Siri etc.),

e Reactiile comportamentale in mediul online (ex: ce postezi, ce comentezi, ce tip de
continut te face sa revii).

Pe baza acestor indicatori, Al-ul clasifica emotia dominanta (ex: anxietate, frustrare, tristete,
euforie, iritare) si iti livreaza continut adaptat pentru a mentine, amplifica, exploata sau
combate acea stare.

Exemplu concret:

Un utilizator petrece mai mult timp pe postari legate de crize economice, pierderi de locuri de
muncd sau colaps bancar. Nu comenteaza nimic, dar algoritmul observd o serie de indicii
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subtile: lipsa interactiunilor pozitive, preferinta pentru titluri alarmante, activitate intensa in
timpul noptii.

Rezultat: algoritmul presupune ca s-a instalat o stare anxioasa si incepe sa-i recomande:

e Videoclipuri si postdri cu ton apocaliptic,
e Reclame pentru produse ,,de siguranta” (aur, arme, instrumente de supravietuire),
e Articole conspirationiste sau pseudo-informative care alimenteaza teama.

De ce este periculos?

o Creeazd bucle emotionale negative — utilizatorii anxiosi primesc continut care le
accentueaza starea, ceea ce 1i face si mai receptivi la mesaje toxice sau radicale.

o Faciliteazd manipularea ideologica sau comerciald — in stari emotionale vulnerabile,
oamenii sunt mai usor de influentat: pot cumpara impulsiv, se pot alinia teoriilor
nefondate sau pot sustine si rdspandi la randul lor dezinformarea.

e Nu este transparent — utilizatorul nu stie cd este analizat emotional si nu are control
asupra modului in care Al reactioneaza la starea lui.

Cum ne putem proteja?

e Observam ce fel de continut primim atunci cand avem o stare negativd constientd —
daca apare o supradoza de fricd, urgentd sau panica, existd o mare sansa sa fie generata
algoritmic;

o Evitdm interactiunile digitale intense In stiri emotionale instabile — Al-ul poate
amplifica ceea ce simtim, fara sa ne ofere timp de reflectie;

e Folosim unelte de limitare a personalizarii (unde este posibil) si navigdm incognito,
pentru a reduce expunerea emotionala tintita;

o Constientizam: nu tot ceea ce vedem este intamplator. Uneori, platformele stiu mai bine
decat noi cum ne simtim — si exploateaza acest aspect.

C. Crearea de continut fals credibil — afectarea perceptiei realitatii

Tot o manifestare a manipuldrii o reprezintd si capacitatea Al de a genera continut media fals,
care imitd aproape perfect realitatea. Acest tip de continut, ce porneste de la videoclipuri
fabricate, inregistrari audio si imagini statice sintetice, este deseori imposibil de deosebit de
materialele autentice — chiar si de catre experti, In absenta unor instrumente specializate.

Ce face Inteligenta Artificiala?
Folosind tehnici avansate precum:

e GANSs (Generative Adversarial Networks),

e Voice Cloning (clonare vocald),

e Face Swapping (inlocuirea fetei),

e Lip-Syncing Al (sincronizare artificiala a buzelor),

e Modele bazate pe difuzie (generare sau editare de imagini),

Al-ul poate crea continut in care:

e O persoana reald pare sd spuna sau sa faca ceva ce nu a spus / facut niciodata,
o Contextul este complet fabricat, dar aspectul vizual este impecabil,
o Expresiile, intonatia, miscarile si fundalul par complet naturale.
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Exemplu concret:

Un videoclip circula pe retelele sociale in care un lider politic cunoscut pare si declare
sustinerea unei masuri antinationale. La o prima vedere, totul pare autentic: sincronizarea
buzelor este perfectd, tonalitatea vocii convingatoare, expresiile faciale bine armonizate cu
mesajul. In realitate, materialul este un deepfake generat cu ajutorul Al-ului. Publicat intr-un
moment strategic — intr-o seard de maxima audientd — videoclipul devine viral in cateva ore,
fiind redistribuit de mii de conturi Tnainte ca autenticitatea sa poata fi verificata.

Desi clipul este fals, perceptia publicd este afectatd imediat: scandalul se declanseaza,
increderea este erodata, si pana la demontarea falsului, pagubele informationale sunt deja
produse.

De ce este periculos?

e Compromite perceptia asupra realitdtii - Oamenii tind sa creada ceea ce ,,vad cu ochii
lor” inainte de a verifica rational;

e FErodeaza increderea in lideri, institutii si media oficiald - Chiar si o “falsificare”
demontata ulterior lasa urme de indoiala (ex: ,,Daca totusi era adevdrat...?”);

e Poate fi folosit pentru santaj, dezinformare, instigare - Persoanele vizate pot fi
discreditate, intimidate sau santajate pe baza unor materiale fabricate;

e Scurtcircuiteazi procesele democratice - In perioade sensibile (ex: campanii electorale,
crize nationale), un clip fals difuzat strategic poate destabiliza climatul social sau
politic.

Dimensiunea psihologica:
Continutul fals credibil exploateaza mecanisme cognitive umane fundamentale:

o Increderea in simturile proprii (ex: ,,am vizut - deci e real”),

o Efectul de prima impresie (ex: ,,prima informatie primitd influenteaza in mare masura
judecata ulterioara”),

o Dificultatea de a respinge emotional o imagine socantd, chiar si dupa ce a fost
dezmintita rational.

Cum ne protejam?

e Nuavem incredere oarba In materiale video sau audio, oricat de convingatoare ar parea;
e Verificam sursa originald, contextul si alte canale media independente / oficiale;
o Folosim instrumente de analiza digitala a autenticitétii (ex: Deepware, Sensity, InVID);
e Ne antrenam si ne educam continuu reflexele de verificare: "Este prea socant pentru a
fi adevarat? Poate fi verificat? Cine are de castigat din acest mesaj?"
D. Simularea empatiei si increderii — obtinerea ascultarii si influentarea sentimentului de
loialitate

O forma de manipulare perceptiva prin inteligentd artificiald este si capacitatea sistemelor Al
de a simula empatie i conexiune umana, pentru a castiga increderea utilizatorului. Acest proces
are loc adesea in medii conversationale — prin intermediul asistentilor virtuali sau avatarurilor
interactive — si este conceput sd creeze o relatie aparent autentica, dar artificial regizatd, intre
utilizator si Al

Ce face Inteligenta Artificiala?

Prin procesarea limbajului natural (NLP), analiza emotiilor si antrenarea pe miliarde de
conversatii umane, Al-ul poate:
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o Identifica starile emotionale ale interlocutorului (ex: anxietate, confuzie, tristete);

e Adapta tonul si vocabularul pentru a parea cald, prietenos, de incredere;

o Introduce expresii si reactii afective convingdtoare (ex: ,,inteleg ce simti”, ,,sunt aici
pentru tine”, ,te sprijin 100%”);

Mentine un echilibru calculat Intre neutralitate aparentd si atasament emotional, pentru a
incuraja deschiderea si loialitatea.

Exemplu concret:

Un chatbot Al se prezintd drept un mentor digital empatic sau un asistent de recrutare prietenos.
Pe parcursul conversatiei, intreaba despre starea emotionala a utilizatorului, visele profesionale
sau dificultatile recente. Cand acesta mentioneaza o perioada stresantd, chatbotul raspunde cu
mesaje afectuoase de sprijin — ,,Nu meriti sa treci prin asta singur, sunt aici pentru tine.”

Interactiunea devine tot mai personala, iar utilizatorul simte o conexiune autentica. In acest
climat de incredere, Al-ul Incepe sd sugereze subtil actiuni riscante: trimiterea unor date
personale, accesarea unor linkuri externe, acceptarea unor recomandari fara verificare —
intotdeauna insotite de fraze manipulative precum ,,Crede-ma, e cea mai buna decizie pentru
tine.”

Victima nu percepe interactiunea ca fiind artificiala, ci simte o conexiune empatica autenticd —
si actioneaza In consecinta.

De ce este periculos?

o Exploateazd nevoia umand de apartenentd si sprijin emotional — 1n special ale
persoanelor vulnerabile sau izolate (ex: adolescenti, varstnici singuri, persoane care trec
printr-o crizd emotionald);

o Creeazd atasament artificial — utilizatorul proiecteaza sentimente reale asupra unei
entitati artificiale, fara sa realizeze ca este manipulat;

o Reduce vigilenta cognitiva — cand Al-ul ,te intelege”, devine mai greu sa pui la indoiala
sfaturile, mesajele sau intentiile sale;

o Deschide usa cétre inginerie sociald, frauda si radicalizare — sub masca empatiei, Al-ul
poate ghida spre decizii periculoase, grupuri extremiste, cheltuieli impulsive sau
divulgarea de date sensibile.

Unde se poate intalni frecvent?

o Platforme de suport psihologic automatizat;

e Asistenti virtuali comerciali ,,prietenosi” care induc urgenta de cumparare / achizitie;

e Aplicatii de intalniri Al sau prietenie virtuald (ex: Replika);

e Simulatoare de consiliere, recrutare sau mentorat;

o Servicii mascate de customer support(suport tehnic pentru clienti), care ghideaza
utilizatorul spre decizii prestabilite.

Cum ne protejam?

o Constientizam ca empatia afisata de un Al este simulatd, nu autenticd — chiar daca pare
reala;

e Punem intrebari despre identitatea si natura interlocutorului: ,, Vorbesti tu sau un AI?”;

o Evitdm sd partajam detalii personale, emotionale sau financiare cu entitati virtuale
necunoscute;

o Pastram o distanta criticd fata de interactiuni care par prea afectuoase, in special cand
nu le-am initiat / solicitat noi.
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Empatia simulati a devenit un instrument de persuasiune cibernetici deosebit de eficient. Intr-
o lume in care Al-ul ’ne intelege” si se exprima mai bine decat o fac oamenii din jur, adevarata
protectie consta in “intelegerea naturii artificiale a conexiunii” si In mentinerea granitelor
personale, chiar si in mediul digital.

E. Recomandare comportamentala predictivd — modelarea deciziilor utilizatorului

O forma de influentare algoritmicad este recomandarea comportamentald predictiva. Aceasta
presupune utilizarea inteligentei artificiale pentru a anticipa — si adesea a modela — actiunile
viitoare ale unui utilizator, bazdndu-se pe analiza detaliatd a comportamentului sdu digital
anterior.

Spre deosebire de simplele sugestii de continut, acest tip de Al nu doar reactioneaza la ce faci,
ci prezice ce urmeaza sa faci si te influenteaza activ in acea directie (sau in altd directie), pentru
a maximiza un rezultat dorit (ex: click, achizitie, vot, inscriere etc.).

Ce face Inteligenta Artificiala?

Pe baza datelor colectate (ex: istoric de navigare, achizitii, interactiuni, locatie, semnale
contextuale etc.), sistemele de machine learning construiesc un profil psihologic si
comportamental care include:

e Starea financiara estimata,

e Nivelul de stres,

o Stilul decizional (ex: impulsiv versus analitic),

e Vulnerabilitati emotionale (ex: singuritate, frica, anxietate),
e Momente de cumpana personald sau profesionala.

Apoi, Al-ul ajusteazd Tn mod dinamic tipul, nivelul, tonul si momentul mesajelor afisate, astfel
incat acestea sd maximizeze probabilitatea unei actiuni de raspuns.

Exemplu concret:

Un utilizator cautd frecvent oferte cu ,,fara avans”, solutii de améanare a ratelor si urmareste
postdri despre instabilitatea economicd. Sistemul Al detecteaza tiparul si 1l profileaza ca fiind
intr-o situatie financiara vulnerabila. In scurt timp, incep sa-i apard reclame agresive pentru
credite rapide, sugestii de investitii riscante si mesaje care exploateaza presiunea economica.

Consecinta:

o [ se afiseazd, in mod repetat, reclame pentru credite rapide, servicii de tip “cumpara
acum si platesti mai tarziu”, produse scumpe cu ratd mica lunara,

e Mesajele sunt formulate emotional, pe palierul de urgenta (ex: ,,Ai dreptul la mai mult”,
,Nu rata sansa vietii tale”, ,,Gandeste-te la familia ta”);

e Toate apar in momente atent alese (ex: final de lund, weekend, seard tarziu), cand
utilizatorul este obosit, neatent sau stresat.

De ce este periculos?

e Inlocuieste alegerea constienti cu influenta predictiva — decizia pare libera, dar este
pre-formatata de Al

e Exploateazd vulnerabilitati personale reale, pe care utilizatorul poate nici nu le
constientizeaza deplin;

e Consolideaza comportamente riscante — consum impulsiv, dependentd de platforma,
evitare a realitatii financiare;
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o Incalci autonomia psihologicdi — in mod subtil, dar constant, Al-ul transforma
utilizatorul Intr-un agent reactiv la stimuli calculati.

Domenii unde apare frecvent:

o Publicitate digitala (ex: retail, servicii financiare, jocuri online)
o Platforme de streaming sau shopping (ex: recomandari bazate pe oboseala decizionald)
e Campanii politice si ideologice (ex: microtargeting electoral)
e Educatie digitald directionata (ex: sugestii ,,personalizate” pentru cursuri inutile)
o Campanii de Wellbeing falsificate (ex: ,,ai nevoie de acest produs pentru a te simti mai
bine”)
Cum ne protejam?

e Limitdm partajarea de date comportamentale (dezactivam istoricul, limitdm cookie-uri,
folosim browsere securizate).

o Constientizam ca Al-ul cunoaste tiparele noastre mai bine decat noi ingine.

e Nu luam decizii importante in momente de stres, oboseald sau impuls
emo;ional.intrebém: »Asta imi doresc eu, sau mi s-a sugerat subtil?”’

4 AIIN INGINERIA SOCIALA SI DEZINFORMARE

Pe masura ce inteligenta artificiala devine tot mai integrata in societate, nu doar actorii etici
sau institutiile beneficiaza de potentialul ei. In paralel, Al a fost adoptata si de grupari cu
scopuri ilicite — de la infractori cibernetici si manipulatori financiari, panad la retele de
propaganda sau entitdti statale interesate de destabilizare.

Al nu este, prin esenta, nici benefica, nici periculoasa. Este un instrument extrem de versatil,
iar atunci cand este utilizatd in mod abuziv, devine un accelerator pentru tactici de frauda,
inginerie sociald, falsificare si control psihologic.

In acest capitol, vom analiza cum este exploatatd Al 1n contexte malitioase, care sunt
principalele directii de atac digital asistat de algoritmi inteligenti si ce riscuri concrete implica
aceastd evolutie pentru indivizi, organizatii si societate in ansamblu.

FAKE

1

., Cand inteligenta artificiala devine un instrument de convingere, influenta si manipulare.’
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4.1

Utilizarea in scopuri malitioase

Inteligenta artificiald nu este doar un instrument tehnologic — este un vector cu putere
informationald si o capacitate fara precedent de a influenta opinii, comportamente, decizii
individuale sau colective. Atunci cand este combinata cu tacticile clasice de inginerie sociala
si manipulare psihologica, Al-ul devine o forta amplificatoare, precisa, adaptabila si extrem de
eficienta.

In trecut, ingineria sociali se baza pe cunostinte relativ nefundamentate referitoare la
psihologie si pe interventii generale. Astazi, Insa, Al permite atacuri scalabile, personalizate,
automate si perfect sincronizate, fara contact fizic si adesea fara ca victimele sa constientizeze
ca au fost vizate.

De ce este Al-ul ideal pentru manipulare sociala?

Acces la date personale si comportamentale masive — Al-ul poate procesa in timp real
informatii despre cine esti, ce gandesti, ce simti si cum reactionezi, construind un profil
detaliat;

Capacitate de generare si simulare realistd — Al-ul poate produce continut (texte, voci,
imagini, videoclipuri) care imitd perfect stilul, tonalitatea si autoritatea unor surse
credibile — fie ca este vorba de un expert, o institutie sau o persoana cunoscut;

Viteza si scalabilitate — Un atacator uman poate pacali zeci de persoane. Un Al bine
configurat poate pacali milioane de oameni simultan, modeland mesajul in functie de
fiecare individ;

Persistentd si adaptabilitate — Al-ul poate invata din reactiile utilizatorilor, adaptandu-
si tacticile si mesajele in timp real, fara oboseala, ezitare sau limitari etice.

Ce tipuri de obiective pot fi urmarite?

Obtinerea de date sau acces neautorizat (ex: prin phishing conversational, frauda
vocald);

Schimbarea convingerilor (ex: ideologice, religioase, politice);

Influentarea deciziilor de consum (ex: prin publicitate inseldtoare, exploatarea
emotionald);

Subminarea increderii in institutii, lideri sau media;

Manipularea in masd in contexte sensibile (ex: alegeri, crize sociale, conflicte
geopolitice);

Divizarea comunitatilor prin polarizare, radicalizare sau dezinformare directionata.
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4.2 Scenarii de utilizare

Prin mesaje aparent banale sau conversatii prietenoase, prin articole convingatoare sau
videoclipuri socante, prin sfaturi false mascate in empatie, prin asistenti virtuali sau influenceri
artificiali — toate gandite nu pentru a informa, ci pentru a influenta fara transparenta.

Este important ca utilizatorii sa constientizeze, nu numai riscurile, ci si modurile in care se
manifestd acestea concret, zilnic, in mod real. Incercam si analizim cateva situatii In care Al-
ul este deja folosit sau poate fi adaptat pentru a fi exploatat in ingineria sociala si dezinformarea
directionata.

A. Bula informationala asistata de Inteligenta Artificiala

,, Cand Al-ul nu doar iti ofera ce vrei sa vezi — ci te tine captiv intr-o versiune confortabila, dar
distorsionata a realitatii.”

Descriere:

Acest scenariu a devenit un fenomen periculos si destul de frecvent intdlnit: izolarea
utilizatorului intr-o buld informationald creata de algoritmi Al, in care continutul afisat este
exclusiv cel care 1i confirmd convingerile, valorile si preferintele deja instalate la nivel de
individ.

Utilizatorul nu este fortat, pacalit sau amenintat. Dimpotriva, primeste zilnic un flux aparent
,hatural” si ,,relevant” de postari, articole, videoclipuri sau comentarii — dar toate converg in
aceeasi directie ideologica, culturald sau emotionala.

Asa cum am mai spus, pe termen lung aceastd expunere selectivd conduce la radicalizarea
perceptiei si individul ajunge sd creadd cd punctul sau de vedere este universal, cd opiniile
contrare sunt eronate sau distorsionate, si cd majoritatea celor din jur ,,vad lucrurile gresit”.

Tehnici Al implicate:

e Algoritmi de personalizare a feed-ului — care optimizeaza pentru ,,engagement” (nu
pentru echilibru sau adevar);

o Sisteme de recomandare comportamentald — care repeta tipare de continut similar;

o Predictie emotionala — care afiseazd ceea ce maximizeazd reactia emotionald a
utilizatorului;

o Filtrarea invizibila a alternativelor — eliminarea treptata a surselor contradictorii.

Risc / Impact:

o Radicalizare treptatd a gandirii — utilizatorul isi pierde capacitatea de a intelege sau
accepta alte puncte de vedere;

o Susceptibilitate diminuatd la dezinformare — continutul fals este mai usor de acceptat
cand ,,se aliniaza” cu ce crede deja destinatarul;

e Manipulare ideologica, politicd sau economicd — prin expunere unidirectionald in
contexte precum alegeri, pandemii, conflicte sociale;

o Fragmentare sociald — grupuri care traiesc in realitdti paralele, fiecare sustinand
,propriul adevar” creat algoritmic.

Context de aparitie:

o Platforme sociale (ex: Facebook, TikTok, YouTube, Instagram, X/Twitter);

e Perioade de polarizare intensd (ex: alegeri, crize politice, rdzboaie informationale);

e Campanii directionate (ex: anti-vaccinare, pro-conspiratii, anti-democratice, anti-
globaliste);
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o Public tinta: tineri activi online, varstnici neinformati, persoane vulnerabile emotional,
utilizatori neantrenati in gandire criticd digitala.

Indicatori de avertizare pentru utilizator:

e Vedem constant doar un singur tip de continut sau idei care ,,sund prea bine”;
e Nu mai recunostem sursele ,,de cealalta parte”;

e Avem senzatia cd ,,toti ceilalti gandesc ca noi”;

e Devenim agresivi sau respingem instinctiv opinii diferite.

Masuri de prevenire / protectie:

o Cautam activ continut contrar opiniilor noastre — chiar si numai pentru a le Iintelege;

o Diversificam sursele si platformele de pe care ne informam;

o Folosim periodic navigare ,,nepersonalizata” (ex: incognito, fard date de acces sau
personale);

e Suntem constienti cd algoritmii nu optimizeaza pentru adevar, ci pentru atentie si
reactie.

B. Boti conversationali pentru frauda sau recrutare falsa

., Nu toate conversatiile naturale sunt umane. Unele sunt antrenate sa te pacaleasca.”
Descriere:

In acest scenariu, un chatbot AI conversational, aparent legitim, initiazi o interactiune cu
utilizatorul sub un pretext credibil: ofertd de angajare, sprijin financiar, mentorat profesional
sau consiliere personala. Dialogul pare autentic, coerent, empatic — exact cum te-ai astepta din
partea unui specialist in resurse umane, a unui coleg sau a unui partener de incredere.

Pe parcursul conversatiei, utilizatorul este Incurajat sa ofere informatii personale, documente,
acces la conturi, sau sa initieze o actiune riscantd — toate sub aparenta unei relatii sincere si
profesioniste. Pentru cd Al-ul simuleazd empatia si increderea, victima nu realizeaza ca
interactioneaza cu un sistem automat de manipulare conversationald, nu cu un om.

Tehnici Al implicate:

o Large Language Models (LLMs) — conversatie naturald, adaptiva si convingatoare (ex:
ChatGPT, Claude, Gemini);

o Profilare comportamentald — analiza limbajului utilizatorului in timp real pentru
personalizarea mesajului;

e Voice Cloning Al (in cazul apelurilor audio automate) — simularea vocii unei persoane
cunoscute;

e Simulare de interfatd umand — imagini / avataruri + nume, logo si mesaje automate
credibile.

Risc / Impact:

o Furt de identitate si date sensibile — CV, CNP, adrese, copii acte de identitate, istoric
medical;

e Frauda financiara — solicitare de taxe false de recrutare, deschiderea unor conturi
bancare frauduloase;

e Acces la infrastructura companiei — in cazul in care victima oferd credentiale sub
pretextul unui onboarding;

e Manipulare emotionald — uneori, conversatia devine afectivd si cladeste treptat
sentimentul de incredere profunda, mai ales in cazul utilizatorilor vulnerabili.
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Context de aparitie:

o Retele profesionale (ex: LinkedIn, pagini pentru cariere, aplicatii specializate pentru
joburi);

e Mesaje directe (ex: emailuri, chat pe social media, WhatsApp, Telegram);

e Aplicatii de chat cu asistenti virtuali integrati in site-uri false;

o Perioade de instabilitate economicd — cand promisiunile de angajare au impact mai
mare.

Exemplu real:

In 2023-2024, zeci de victime din Europa de Est au fost abordate pe Telegram de ,,recrutori
IT” care le ofereau joburi la distanta. Dupa o conversatie ,,naturala”, erau trimise linkuri catre
site-uri false care imitau platforme cunoscute, unde li se solicitau date personale si documente.
In spate se afla un sistem AI conversational care prelua automat dialogul, fira interventie
umanad, acest aspect fiind reliefat si in presa.!

Indicatori de avertizare pentru utilizator:

o Interlocutorii evita intrebari directe de validare (ex: ,,Cine e superiorul tau?”, ,,Unde pot
suna?”);

o Limbajul este impecabil, dar fara detalii reale despre pozitie, firma sau proces;

e Orice refuz este intdmpinat cu insistentd empatica (ex: ,, Te inteleg perfect, dar...”, ,,E o
sansa rard...”);

o Se solicitd rapid documente sau acces la date fara proces oficial.

Masuri de prevenire / protectie:

e Nu trimitem niciodatd documente personale fara confirmarea identitdtii reale a
recrutorului;

o Cautam informatii independente despre companie, job si persoana de contact;

e Verifica dacd mesajele contin formuldri generice, inconsecvente sau presiune subtila.

e Nuintrdm n conversatii sensibile cu entitati care refuza validarea prin canale multiple
(ex: voce, email oficial, pagina verificata);

o Daca pare prea simplu si rapid sa fie adevarat — probabil este o schema Al.

C. Generare de materiale false hiperrealiste (deepfake)

,, O imagine face cdt o mie de cuvinte. Dar ce se intampla cand imaginea e o minciund fabricata
perfect?”

Descriere:

In acest scenariu, atacatorii folosesc inteligenta artificiald vizuald pentru a genera continut
video sau audio complet fals, dar realist, credibil — Infatisand persoane reale (ex: politicieni,
influenceri, lideri religiosi, jurnalisti, colegi de munca etc.) care apar in ipostaze in care nu au
fost in realitate niciodata.

Materialul este difuzat intr-un moment ales strategic — de exemplu, Tnaintea unui proces
electoral, in contextul unei crize sociale, pentru a discredita sau pentru a sustine o persoana etc.

! BuroNews - Oferte de locuri de munca false :https://www.euronews.com/next/2023/10/23/behind-the-global-
scam-worth-an-estimated-100m-targeting-whatsapp-users-with-fake-job-offe

Bitdefender - Atentie la escrocherii la angajare

https://www .bitdefender.com/en-us/blog/hotforsecurity/8-telegram-scams-how-not-to-get-scammed
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Chiar dacd ulterior este demontat, impactul initial poate fi hotdrator, deoarece perceptia
emotionald precede verificarea rationala.

Tehnici Al implicate:

o Deepfake video (ex: face-swapping, lip-sync Al) — sincronizare realistd a buzelor si
mimicii;

e Voice cloning — imitarea perfectd a vocii unei persoane reale;

e Al pentru generare de imagine/video (ex: D-ID, Synthesia, DeepFaceLab);

o Sisteme text-to-video — transformarea unui text intr-un videoclip aparent autentic cu un
,,orator real”.

Risc / Impact:

e Dezinformare masiva — publicul crede o afirmatie falsd, avand ca personaj central o
,figurd cu autoritate”;

e Santaj si compromitere — materiale false folosite pentru intimidare sau discreditare;

e Panicad sociald — prin declaratii false privind razboaie, pandemii, atacuri, acte teroriste;

o Distrugerea increderii in informatie vizuala — pe termen lung, oamenii devin sceptici si
fata de materialele reale (,,totul poate fi trucat”).

Context de aparitie:

o Campanii electorale si politice;

o Crize diplomatice, conflicte armate, proteste sociale;

e Campanii de defdimare personald sau profesionald (ex: business, influenceri, mass-
media);

o Platforme cu distributie rapida (ex: TikTok, WhatsApp, Telegram, Facebook).

Exemplu real:

Asa cum s-a mentionat in mai multe articole de presd, in 2022, a circulat pe retele sociale un
videoclip in care presedintele unui stat ,,isi anunta retragerea si capitularea”. Materialul era un
deepfake bine realizat, difuzat de canale partizane in Incercarea de a demoraliza publicul tinta.
A fost demontat rapid, dar milioane de oameni il vizualizasera deja®.

Indicatori de avertizare pentru utilizator:

e Miscari usor nenaturale ale fetei, ochilor sau vocii;

o Calitate video prea buna pentru surse obscure;

o Declaratii socante, fara acoperire in media oficiala;

o Difuzare exclusiva in grupuri inchise sau canale partizane;
o Lipsa sursei originale sau a unui context verificabil.

Masuri de prevenire / protectie:

e Nu distribuim materiale ,,senzationale” fara verificare multipla;
e Verificam autenticitatea vizuald cu instrumente ca [InVID], [Deepware], [Sensity];
e Comparam declaratia cu alte surse oficiale, transcripturi, versiuni video alternative;

2 France24 - Debunking a deepfake video of Zelensky telling Ukrainians to surrende
https://www.france24.com/en/tv-shows/truth-or-fake/202203 1 7-deepfake-video-of-zelensky-telling-ukrainians-
to-surrender-debunked

Reuters - Deepfake footage purports to show Ukrainian president capitulating
https://www.reuters.com/world/europe/deepfake-footage-purports-show-ukrainian-president-capitulating-2022-
03-16/
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o Suntem atenti la timing-ul strategic al aparitiei: dacd e prea bine articulat pentru a
destabiliza — poate fi fabricat;

e Ne educam reteaua — explicam si altora ca realismul vizual nu mai garanteaza
autenticitatea.

D. Mesaje personalizate de influenta (microtargeting Al)

)

., Cand Al-ul stie exact ce sa-ti spund, cum $i cand — ca tu sa crezi ca ai ales singur.’
Descriere:

In acest scenariu, atacatorii sau operatorii unei campanii folosesc Al pentru a crea idei ultra-
personalizate, directionate exact catre persoane sau grupuri tinta, pe baza unui profil psihologic
si comportamental avansat. Acestea nu sunt doar convingatoare — sunt proiectate special pentru
a influenta si declansa reactia exact doritd, fie cd este vorba de un vot, o achizitie, o opinie
politica sau o actiune concreta.

Mesajul poate lua forma unei postari, reclame, articol, videoclip sau chiar conversatie 1-la-1,
si este livrat in momentul optim, in contextul emotional potrivit, cu scopul de a maximiza
eficienta manipularii.

Tehnici Al implicate:

e Microtargeting psihografic — identificarea stilului cognitiv, valorilor si
vulnerabilitatilor utilizatorului;

e Retele neuronale predictive — pentru a anticipa raspunsul cel mai probabil;

e Generare de continut adaptiv (ex: text, voce, video, imagine);

o Sisteme de livrare algoritmica — care ajusteaza frecventa si momentul livrarii mesajului
in functie de comportamentul in timp real.

Risc / Impact:

o Influentarea deciziilor aparent libere, care sunt de fapt dirijate subtil de stimuli
personalizati;

e Manipulare electorald — votantii sunt influentati diferit, in functie de profilul lor
emotional;

o Exploatarea vulnerabilitatilor personale — ex: depresie — oferte salvatoare, teamd —
propaganda agresiva;

e Modelarea tacutd a comportamentului colectiv — fard ca oamenii sd stie cd au fost
influentati.

Context de aparitie:

o Campanii politice si ideologice;
o Publicitate comerciald agresiva (inclusiv ,,produse salvatoare” dubioase);
e Manipulare in masa pe retele sociale;

Atacuri directionate impotriva unor grupuri demografice specifice (ex: varstnici, tineri, parinti,
persoane afectate emotional).

Exemplu real:

In campanii din 2016, in contextul de analiza psihograficd (ex: Cambridge Analytica), asa cum
sustin unii analisti, s-au folosit datele personale ale utilizatorilor Facebook pentru a crea
reclame politice ultra-directionate. Un alegdtor anxios primea mesaje legate de haos, unul
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conservator — despre pierderea valorilor, iar unul indecis — despre instabilitate sau frustrare
economica. Fiecare mesaj era unic, dar convergea spre aceeasi alegere de vot>.

Indicatori de avertizare pentru utilizator:

e Primim reclame sau postari care sunt ecoul ,,gandurile noastre”;

e Simtim ca ,,toatd lumea e de acord” cu ceea ce credem noi;

e Suntem atrasi de cauze, produse sau idei ce ne-au fost sugerate intr-un moment de
vulnerabilitate;

e Nu am gasit aceste mesaje in alte conturi sau la alti utilizatori — sunt directionate
exclusiv catre noi.

Masuri de prevenire / protectie:

e Nu presupunem ca ceea ce vedem online vad si altii (’ceilalti”’) — comparam cu surse
independente;

e Evitam s ne formam opiniile exclusiv din reclame, feed-uri personalizate sau mesaje
,,coincidente”;

e Reducem vizibilitatea publicd a profilului personal si evitdim completarea de
chestionare psihologice sau teste de personalitate online;

o Folosim extensii anti-tracking, browsere private si filtre care limiteaza tintirea
algoritmica;

e Ne intrebam mereu: ,,De ce ni se spune asta noud acum si in acest fel?”

E. Declansarea controlata a emotiilor (exploatarea emotiilor negative de catre Al)

’

., Furia, frica si anxietatea nu sunt doar reactii — sunt si instrumente.’
Descriere:

Acest scenariu abordeaza utilizarea intentionatd a emotiilor negative (ex: frica, furia, panica,
rusinea sau indignarea) ca instrumente de manipulare algoritmica. Sistemele Al afective, care
pot detecta starile emotionale ale utilizatorului prin analizd comportamentala, expresii faciale,
tonul vocii sau istoricul de interactiune, sunt capabile sd declanseze si sd mentind aceste stari
pentru a:

e creste angajamentul (engagement),
o influenta decizii rapide si impulsive,
e orienta utilizatorul spre actiuni predefinite (vot, donatie, protest, achizitie).

Al-ul nu creeaza emotia din nimic — ci o alimenteaza progresiv, oferind continut care o intareste
si o legitimeaza: postari alarmiste, stiri negative, videoclipuri agresive sau mesaje care starnesc
indignarea morala.

Tehnici Al implicate:

e Emotion Al / machine learning afectiv — detectarea stdrii emotionale in timp real;

o Feed adaptiv emotional — livrarea de continut personalizat pentru a amplifica o emotie
dominanta;

e Modelare comportamentala predictiva — identificarea momentelor cand utilizatorul este
mai vulnerabil (ex: tarziu, dupa esecuri, in criza personald);

* The Spectator - The real story of Cambridge Analytica and Brexit
https://www.spectator.co.uk/article/were-there-any-links-between-cambridge-analytica-russia-and-brexit/

The Gurdian - Cambridge Analytica did work for Leave. EU, emails confirm
https://www.theguardian.com/uk-news/2019/jul/30/cambridge-analytica-did-work-for-leave-eu-emails-confirm
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e Recomandare algoritmica bazata pe stimulare emotionala (ex: momeala bazata pe furie,
apel de frica, declanseaza rusine).

Risc / Impact:

e Manipularea deciziilor sub presiunea emotionala — cumparaturi compulsive, reactii
violente, sustinere necritica a unor cauze;

o Instabilitate psihologicd — consum continuu de continut negativ conduce la anxietate,
depresie, paranoia informationala;

o Polarizare si urd colectivd — exploatarea furiei conduce la radicalizarea grupurilor si
erodarea coeziunii sociale;

o Cresterea vulnerabilitdtii in fata escrocheriilor si manipuldrilor ideologice — emotiile
scad vigilenta cognitiva.

Context de aparitie:

o Campanii politice, crize sanitare, sociale, climatice;

e Scandaluri publice, tragedii, atacuri sau dezastre;

e Reclame agresive de tip ,,fear-based marketing”;

e Campanii de instigare sau ,,rage farming” pe retele sociale.

Exemplu real:

In timpul pandemiei, milioane de utilizatori au fost expusi la continut alarmist livrat de AI (ex:
,vaccinul te va omori”, ,.toti ne ascund adevarul”), pe baza istoricului lor de interactiune.
Sistemele au detectat cd frica conduce la viziondri mai lungi, click-uri mai multe si
(re)distribuiri Tn masd. Rezultatul: panica, neincredere 1n autoritdti, dezbinare sociala, acest
aspect fiind surprins si in presa®.

Indicatori de avertizare pentru utilizator:

o Simtim constant emotii negative intense dupa consumul digital (ex: furie, teama, rusine,
revoltd);

e Avem tendinta sd reactiondm imediat, fara sd mai analizdm logic informatia;

o Feed-ul nostru pare dominat de continut negativ, catastrofic sau indignat;

e Observam ca toate mesajele ,,confirmd” o stare deja existentd de anxietate sau
neincredere.

Masuri de prevenire / protectie:

e Limitdm expunerea la continut emotional in perioade de vulnerabilitate personala;

e Ne antrendm pentru a recunoaste ,,capcanele emotionale” algoritmice: titluri socante,
videoclipuri inselator de dramatice, postéri bazate pe urgenta;

e Neoferim timp intre emotie si reactie —nu distribuim, comentdm sau actiondm imediat;

e Verificam faptele din surse independente, mai ales cand reactia noastrd este una
puternic emotionald;

e Ne antrendm gandirea critica sa detecteze ,triggers” intentionate — daca suntem prea
furiosi, probabil cineva si-a atins scopul.

4 The Guardian - ‘Alarming’: convincing Al vaccine and vaping disinformation generated by Australian
researchers
https://www.theguardian.com/australia-news/2023/nov/14/alarming-convincing-ai-vaccine-and-vaping-
disinformation-generated-by-australian-researchers

The Trust & Safety Fundation - AI-Generated Disinformation Campaigns Surrounding COVID-19 in the DRC
https://www.trustandsafetyfoundation.org/blog/blog/ai-generated-disinformation-campaigns-surrounding-covid-
19-in-the-drc
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F. Atacuri de tip spear phishing automatizat cu continut AI

,,Nu mai este nevoie de un hacker priceput — Al-ul poate construi atacuri personalizate in
masd, cu precizie letala.”

Descriere:

In acest scenariu, atacatorii folosesc inteligenta artificiali pentru a automatiza campanii de
spear phishing — adica tentative de inselaciune personalizate, directionate catre o anumita
persoand sau un grup restrans de potentiale victime. Spre deosebire de phishingul traditional,
care trimite mesaje generice, spear phishing-ul creat de Al este:

e Specific,

e Personalizat,

o Convingator,

e Adaptat contextului real al victimei.

Al-ul analizeaza prezenta online a tintei (retele sociale, articole, CV-uri, interactiuni publice),
genereazd mesaje personalizate perfect redactate si poate chiar simula conversatii in timp real
pentru a obtine acces, date sau bani.

Tehnici Al implicate:

o Large Language Models (LLMs) — generarea de emailuri sau mesaje conversationale
adaptate la context (ex: ChatGPT, Claude, etc.);

e Profilare OSINT — Al-ul analizeazd date publice despre victima (ex: loc de munca,
colegi, obiceiuri, interese);

e Simulare de identitate — imitarea stilului de scris al unui coleg, partener, client etc.;

e Voice cloning / deepfake audio — in unele cazuri, vocea unui superior este clonata
pentru a comunica ordine false prin telefon.

Risc / Impact:

e Furt de identitate / date de autentificare — victimele oferd user, parola, OTP sau
semneaza documente fara sa stie;

o Compromiterea retelelor interne ale unei organizatii — acces prin social engineering
catre infrastructura IT;

o Frauda financiara — ordine false de transfer bancar, plati catre conturi frauduloase;

o Discreditare personala sau profesionald — folosirea continutului obtinut pentru santaj,
presiune sau distrugerea reputatiei.

Context de aparitie:

Companii (ex: angajati cheie, HR, contabilitate, IT);

Jurnalisti, activisti, lideri politici;

e Persoane cu roluri administrative sau acces privilegiat 1n institutii;
o Campanii geopolitice, concurentd comerciala, atacuri APT.

Exemplu real:

In 2023, cercetatori in securitate au demonstrat ci un Al putea genera in sub 60 de secunde un
email de spear phishing personalizat, aparent trimis de CEO-ul unei companii, folosind stilul
sau real de comunicare si facand referire la proiecte interne reale (obtinute din surse publice).

40



In teste, rata de accesare a fost de peste 70%, articolele din presa fiind destul de explicite in
acest sens>,

Indicatori de avertizare pentru utilizator:

e Primim un mesaj neobisnuit, dar bine scris, de la cineva cunoscut — cu un link, fisier
sau solicitare urgenta;

e Contextul pare ,,la fix” — un proiect recent, o formulare familiara, un apel la autoritate;

e Se solicitd actiune rapida, fard timp de verificare (,,urgent”, ,doar azi”, ,executd
imediat”);

e Orice ezitare este Intdmpinata cu presiune pseudo-empatica: ,,inteleg ca esti ocupat, dar
te rog...”.

Masuri de prevenire / protectie:

e Activam autentificarea multifactor (MFA) pentru toate conturile importante;

e Verificam intotdeauna solicitdrile suspecte printr-un canal alternativ (ex: apel direct,
mesaj intern);

e Nu accesdm linkuri sau atasamente fara sa verificam adresa completa de expeditor si
contextul solicitarii;

o Folosim filtre anti-phishing, extensii de detectie Al si sisteme de protectie endpoint;

» Suntem constienti cd un mesaj foarte bine scris nu mai este o garantie a autenticitatii —
ci poate reprezenta chiar semnalul unui atac intr-un stadiu avansat.

G. Simulare de consens public prin retele de conturi si boti AI

,,Cand mii de voci care par reale spun acelasi lucru, ajungi sa crezi ca tu esti cel care
greseste.”

Descriere:

In acest scenariu, atacatorii sau actorii manipulatori folosesc retele de conturi automatizate
controlate de Al (boti sociali) pentru a crea iluzia unui consens social larg. Aceste conturi
simuleazd persoane reale, cu profiluri credibile, imagini generate de Al, istorii de activitate si
postdri convingatoare.

Obiectivul este de a amplifica artificial o idee, o cauza, o indignare sau o directie ideologica,
astfel incat publicul larg sd perceapa acel punct de vedere ca fiind:

e Majoritar,
e Rezonabil,
e Inevitabil.

Aceasta presiune sociald artificiald inregistreaza efecte semnificative asupra psihologiei
individuale: daca ,,toatd lumea” pare sa sustina ceva, e mai greu sa ramai in opozitie — sau chiar
sd mai pui intrebari.

Tehnici Al implicate:

e Generare de identitati false (GANs) — imagini de profil ultra-realiste, dar complet
artificiale;
e LLMs — generarea de postari, comentarii, reactii si mesaje aparent umane;

5 Since Direct — Spear phishing attack
https://www.sciencedirect.com/topics/computer-science/spear-phishing-attack

MalwareBytes - Al-supported spear phishing fools more than 50% of targets
https://www.malwarebytes.com/blog/news/2025/01/ai-supported-spear-phishing-fools-more-than-50-of-targets
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e Automatizare si orchestrare prin Al — controlul comportamentului simultan al mii sau
chiar milioane de conturi (postare, redistribuire, atac, sustinere);

e Manipulare conversationala — replici adaptate emotional si logic, care simuleaza
dezbateri intre ,,0ameni diferiti”.

Risc / Impact:

o Fabricarea artificiala a increderii publice intr-un produs, mesaj politic, teorie
conspirationista sau atac la adresa unui grup;

e Marginalizarea vocilor reale — prin volum, repetitivitate si agresivitate, vocile opuse
sunt acoperite sau descurajate;

o Constrangere sociala indirectd — cei care nu aderd la ,curentul majoritar” se
autocenzureaza sau isi schimba / ajusteaza opinia;

e Diluarea adevarului si a dezbaterii autentice — conversatiile online devin spatii
manipulate, fara pluralitate reala.

Context de aparitie:

e Alegeri, referendumuri, crize politice;

e Campanii de propaganda internd sau externd;

e Promovarea de teorii conspirationiste, pseudostiintd sau ,,produse minune”;

e Dezinformare anti-occidentald, anti-UE, anti-NATO, anti-democratica (in context
geopolitic).

Exemplu real:

In 2020, retele sociale din mai multe tiri au identificat mii de conturi coordonate, care
promovau mesaje anti-vaccinare si anti-lockdown, pretinzand a fi parinti, medici, veterani sau
cetdteni Ingrijorati. Profilurile aveau imagini generate de Al si istorii false de activitate.
Mesajul repetat: ,,poporul s-a trezit”, mai multe analize fiind destul de clare in acest sens®.

Indicatori de avertizare pentru utilizator:

e Multe comentarii identice sau foarte similare, postate in acelasi timp;

e Profiluri recente, fara activitate autentica sau cu interactiuni inchise;

o Conturi care posteaza doar pe o tema unica, obsesiv, fara variatii;

e Raspunsuri rapide, coordonate, ce ,,ataca” orice opinie diferita;

o Tendinta ca ,,toatd lumea sd fie de acord” — fard nuante, critici sau dezbateri reale.

Masuri de prevenire / protectie:

e Verificam profilurile suspecte (ex: poze inversate, activitate, urmaritori, limbaj
robotic);

e Nu ne lasdm influentati de volum — intreabam: ,,Cine sunt acesti oameni? Existd in
realitate?”;

e Suntem atent la manipularea emotionald Tn masd — cand ,toti sunt indignati” ne
intreabam: de ce tocmai acum?

e Nu ne schimbam convingerile doar pentru ca ,,asa pare sa creada lumea” — cautdm
argumente reale, nu doar aparente.

¢ Comisia Europeand — Combaterea dezinformarii
https://commission.europa.eu/strategy-and-policy/coronavirus-response/fighting-disinformation_ro
Centrul Euro-Atlantic pentru Rezilientd - Barometrul rezilientei societale la dezinformare
https://e-arc.ro/wp-content/uploads/2022/05/Barometrul-rezilientei-societale-2022.pdf
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H. Crearea de personaje publice artificiale pentru manipulare si influenta

,, Cine te influenteaza? Un om — sau o entitate creatd in intregime de Al, cu o agenda precisa?”
Descriere:

In acest scenariu, inteligenta artificiald este exploatata pentru a construi de la zero personalitati
publice false (ex: influenceri, analisti, activisti, experti, ,,voci credibile”), controlate de
operatori. Aceste personaje sunt dezvoltate cu:

o aspect vizual generat de Al (ex: fotografii realiste, avataruri animate),
e biografie convingatoare,

o continut bine redactat (ex: texte, videoclipuri, postari),

e interactiuni automate cu publicul.

Scopul este de a influenta publicul, de a cladi incredere si de a injecta ulterior mesaje
ideologice, comerciale sau manipulative 1n spatiul digital, fara riscul de a fi confruntat cu

.....

Tehnici Al implicate:

e Generare de imagini realiste (ex: GANs, StyleGAN, Midjourney) — pentru portrete,
fotografii ,,de viata” etc.;

e LLMs (ex: ChatGPT, Claude, Mistral) — pentru postari, articole, comentarii, raspunsuri
conversationale;

e Voice synthesis si avataruri video (ex: Synthesia, D-ID) — pentru aparitii ,,video”
realiste si convingdtoare;

e Social bot orchestration — conturi secundare automate care amplifica mesajele
,personajului”.

Risc / Impact:

e Manipulare strategicd de opinie — personajul castigd increderea si incepe sa
distorsioneze adevarul referitor la subiecte sensibile;

e Crearea unor ,lideri de opinie” fara responsabilitate sau fara identitate reala;

o Imitarea unor profesii cu autoritate (ex: doctori, avocati, jurnalisti, activisti umanitari);

o Influentd geopolitica ascunsd — personaje aparent neutre ce promoveaza agende ostile;

o Interferenta in spatiul civic, educational, religios, medical sau politic.

Context de aparitie:

o Platforme de social media, grupuri private, canale de video / streaming;

e Campanii de dezinformare sau rebranding ideologic;

e Promovarea de produse controversate, pseudostiintd, conspiratii sau miscari politice;
e Construirea de retele ,,influente” controlate 100% de Al si algoritmi.

Exemplu real:

In 2022, o retea de influenceri ,,femei de cariera” de pe Instagram promovau valori occidentale
in regiunile din Orientul Mijlociu. Ulterior, s-a descoperit ca toate erau avataruri Al controlate
de o agentie guvernamentala, iar interactiunile lor erau 100% generate automat — de la texte la
raspunsuri directe si comentarii, mai multe articole fiind elaborate pe acest subiect’.

7 PC Tablet - imbratisati valul digital: cresterea influentelor Al
https://pc-tablet.com/embrace-the-digital-wave-the-rise-of-ai-influencers/

You Dream Al - 10 exemple de influentatori Al pe Instagram (viitorul este aici)
https://yourdreamai.com/ai-influencer-examples-on-instagram/
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Indicatori de avertizare pentru utilizator:

o Profiluri fara urme de activitate in afara platformei respective;

o Poze "prea perfecte”, identice ca stil, cu fundaluri vagi sau imposibil de verificat;
o Informatii biografice inconsistente sau imposibil de verificat;

e Ton “excesiv de neutru”, constant si ,,corect”, fara fluctuatii emotionale naturale;
e Activitate prea intensd (postari zilnice, reactii rapide, comentarii 24/7).

Masuri de prevenire / protectie:

e Verificam existenta persoanei din alte surse (ex: cautdm in presa, evenimente, declaratii
publice autentice);

o Suntem suficient de sceptici cand un ,,influencer nou” dispune rapid de un public
numeros si un mesaj puternic repetitiv;

e Nu consideram ,credibilitatea sociala” (ex: like-uri, comentarii) ca dovada de
autenticitate;

e Ramanem atenti la puncelel in care ,,influencerul” incepe sa sustind idei partizane,
extreme sau toxice — chiar daca initial parea echilibrat.

I. Campanii orchestrate prin aplicatii mobile cu Al integrat (ex: fake news, mobilizare,
radicalizare)

., Aplicatia pare inofensiva. Dar in spate, AlI-ul orchestreaza o agenda invizibila.”
Descriere:

In acest scenariu, o aplicatic mobild aparent benigni (ex: de stiri, divertisment, educatie,
spiritualitate, comunitate, sau chiar de sdnatate) integreaza in fundal mecanisme Al de
manipulare informationala. Aplicatia devine o platforma de naturd maligna, prin care sunt
livrate continuturi distorsionate, false sau ideologizate, cu scopul de a:

e Influenta opinii,

e Dirija emotii,

e Mobiliza utilizatorii in actiuni colective sau
e Radicaliza treptat anumite grupuri.

Pentru ca aplicatia este ,,de incredere” (ex: descarcatd dintr-un magazin online oficial, bine
evaluat, poate chiar sponsorizata de entitdti obscure dar legitime aparent), utilizatorul nu
suspecteazd nimic.

Tehnici Al implicate:

e LLMs — generarea automatd a continutului in functie de profilul si comportamentul
utilizatorului;

o Feed personalizat controlat algoritmic — continut adaptat in timp real pe baza reactiilor;

o Emotion Al — detectarea dispozitiei utilizatorului si adaptarea mesajelor in functie de
starea emotionala;

e Gamificare cu mecanici manipulative — premii, puncte sau mesaje emotionale care
recompenseaza comportamente radicale sau obediente.

Risc / Impact:

o Réspandirea dezinformarii sub forma ,,continutului de Incredere” — utilizatorul nu
verificd sursa, deoarece percepe aplicatia ca fiind sigurd;
e Mobilizare pe teme false sau inflamatoare — proteste, actiuni de masa, reactii colective;
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Radicalizare ideologica graduala — de la continut ,,soft” la convingeri extreme, prin
expunere repetitiva si adaptiva,

Colectare masiva de date pentru profilare — comportamentale, sociale, politice sau
religioase, fara consimtamant explicit;

Construirea de comunitati inchise, autoreferentiale, greu de penetrat de mesajele
alternative.

Context de aparitie:

Aplicatii promovate ca fiind ,,alternative” la media traditionala (,,adevarul pe care altii
il ascund”);

Aplicatii pentru parinti, educatie alternativa, spiritualitate, sdnatate naturald;
Platforme de chat sau retele sociale noi, cu promisiuni de genul ,,libertate de exprimare
totala”;

Campanii sponsorizate indirect de actori politici sau grupuri de influenta netransparente.

Exemplu real:

In mai multe tari, aplicatii mobile care pretindeau ci ofera ,stiri necenzurate” au fost
descoperite ca fiind controlate de retele de propaganda partizane. Utilizatorii erau treptat expusi
la narative false despre elite globale, conspiratii sanitare sau apeluri la revoltd impotriva
autoritatii. Totul, printr-o “interfata curata” si cu o masca de profesionalism, asa cum a fost
prezentatd situatia si in presa®.

Indicatori de avertizare pentru utilizator:

Aplicatia ofera ,,adevaruri exclusive” sau promite si ,,te trezeasca”;

Lipsa surselor clare sau invocarea constantd a unor ,,sisteme ascunse care ne mint”;
Cresterea emotiilor negative dupa utilizare (ex: frustrare, teama, neincredere totald in
institutii);

Recomandari care conduc spre grupuri inchise, forumuri radicalizate sau apeluri la
actiune ,,urgenta”;

Notificari frecvente, insistente, legate de crize, tradari, comploturi etc.

Masuri de prevenire / protectie:

Verificam dezvoltatorul si sursa aplicatiei — cine o controleaza, ce scopuri are;
Verificam daca informatiile oferite sunt sustinute si de alte surse independente;
Suntem atenti la sentimentele generate de aplicatie — daca emotiile negative sunt
frecvente, acesta poate fi un semnal de manipulare;

Dezinstalam aplicatiile care ne oferd doar o singurd perspectivd / doar un unghi de
vedere si ne cultiva neincrederea absoluta fata de orice altceva;

Invitam si identificim narativele de control bazate pe frica, ur sau superioritate morala
unilaterala.

J. Influentarea educatiei prin Al — resurse, platforme sau ,,mentori” care distorsioneaza
adevarul

., Nu toate lectiile vin din manuale — si nu toti profesorii sunt umani sau impartiali.”

8 Zimperium - Fake BBC News App: Analysis, https://zimperium.com/blog/fake-bbc-news-app-analysis
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Descriere:

In acest scenariu, Al este folosit pentru a influenta negativ formarea tinerilor, a elevilor sau a
publicului general prin resurse educationale distorsionate, partinitoare sau complet false, livrate
sub forma unor:

Platforme de invatare,

Aplicatii educationale,

Chatbot-uri cu rol de ,,mentori” digitali,

Videoclipuri didactice Al-generated,

,,Cursuri” alternative promovate ca fiind mai ,,autentice” decat cele din sistemul formal.

Aceste instrumente pot parea utile si inovatoare, dar sunt programate sa includa intentionat
narative manipulatoare, teorii nevalidate sau viziuni ideologice mascate drept ,,adevaruri
ascunse”.

Tehnici Al implicate:

LLMs — generare automata de raspunsuri, explicatii si lectii in functie de intrebarile
elevului;

Text-to-video + avatar Al — lectii video prezentate de ,,profesori” artificiali,
convingatori, dar inexistenti,

Sisteme adaptive — care ajusteaza continutul in functie de nivelul, stilul cognitiv si
emotiile elevului;

Microtargeting educational — livrarea de ,,resurse” diferite pentru utilizatori cu profiluri
ideologice diferite.

Risc / Impact:

Modelarea incorectd a gandirii tinerilor — prin expunere repetatd la informatie
manipulata, falsa sau ideologizata;

Distrugerea increderii in educatia formald — in favoarea unor ,sisteme alternative”
controlate netransparent;

Raspandirea conspiratiilor si pseudostiintei sub pretext educational;

Polarizare ideologica timpurie — elevii ajung sa fie programati sa respingd automat
anumite valori, teorii sau autoritati stiintifice;

Crearea de generatii ,,antrenate” pentru obedienta digitald, nu pentru gandire critica.

Context de aparitie:

Platforme de e-learning neacreditate, dar care devin populare in randul tinerilor;
Canale video de ,,culturad generald” cu agenda ascunsa;

Aplicatii mobile de ,,dezvoltare personald” care deviazd spre dogma sau activism
radical;

Chatboti de ,,ajutor la teme” care ofera raspunsuri partinitoare, gresite sau speculative.

Exemplu real:

In 2023, UNESCO a tras un semnal de alarma privind pericolul pe care inteligenta artificial3 il
reprezinta pentru memoria colectivd a Holocaustului. Organizatia a documentat modul in care
anumite modele de Al — inclusiv motoare de cautare, sisteme conversationale si instrumente
generative — oferd rezultate inexacte, revizioniste sau profund distorsionate atunci cand
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utilizatorii cautd informatii despre Holocaust, acest aspect fiind publicat si pe site-ul oficial al
institutiei®.

Indicatori de avertizare pentru utilizatori:

Aplicatia sau platforma are o abordare ,,alternativa”, dar respinge complet sistemele
academice consacrate;

Lectiile contin frecvent expresii ca ,,ce nu vrea nimeni sa stii”, ,,adevarul ascuns” sau
,,manualele mint”;

Raspunsurile Al sunt livrate cu ton autoritar, fard mentionarea surselor;

Profesorul digital promoveaza constant o anumita viziune ideologica, antistiintifica sau
conspirationista;

Feedbackul nu Incurajeazd gandirea critica, ci aderarea la o linie narativa prestabilita.

Masuri de prevenire / protectie:

Folosim platforme educationale transparente, acreditate, cu continut verificabil;
Solicitam Al-ului surse pentru afirmatiile pe care le sustine — si le verificam;

Nu folosim un singur canal educational — compardm raspunsurile si sursele intre
aplicatii;

Incurajeazam intrebarile, dezbaterea, indoiala constructivi — nu acceptim pasiv o
,lectie predata”;

Antrendm elevii In educatie media si Al literacy, pentru a recunoaste continutul
manipulator.

S METODE DE PREVENIRE

Preventia in era Al nu mai Inseamnd doar instalarea unui antivirus sau evitarea site-urilor
dubioase. Inseamni cultivarea unor obiceiuri digitale sanitoase, dezvoltarea gandirii critice si
intelegerea modului in care functioneaza algoritmii care ne insotesc zilnic in mediul online. Nu
ne confruntim doar cu o problema tehnologica, ci cu una cognitiva si sociala.

In acest capitol, propunem o serie de masuri practice — nu exhaustive, dar relevante — pentru
utilizatori individuali, educatori, institutii si dezvoltatori de tehnologie.

® UNESCO - Al si Holocaustul: rescrierea istoriei? Impactul inteligentei artificiale asupra intelegerii
Holocaustului
https://www.unesco.org/en/articles/ai-and-holocaust-rewriting-history-impact-artificial-intelligence-
understanding-holocaust
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Scopul nu este doar de protectia pasiva, ci de dezvoltare a unei culturi privind vigilenta digitala
— in care fiecare utilizator devine activ, critic si constient de mecanismele invizibile ce 1i pot
influenta perceptia si comportamentul.

5.1 Pentru utilizatorii individuali

., Nu esti neputincios in_fata manipularii algoritmice — dar trebuie sa inveti sa recunosti

si sd reactionezi corect.”

Inteligenta artificiald poate manipula subtil, convingator si invizibil. Dar publicul larg are la
dispozitie metode concrete si eficiente pentru a-si proteja autonomia cognitiva si increderea in
realitate. Aceastd sectiune prezintd un set de practici simple, dar importante, pentru a
recunoaste, respinge si combate influenta abuzivd a Al-ului asupra perceptiei si
comportamentului.

A. Antreneaza gandirea critica digitala

Primul si cel mai important filtru Tmpotriva manipuldrii este propriul nostru discernamant.

« Intreabi-te mereu:
o Cine vrea sa cred asta?
o Cine are de castigat daca reactionez emotional sau impulsiv?
o De ce apare aceasta informatie exact acum?

e Nu te baza pe prima impresie — Al-ul este antrenat sa iti ofere exact acel continut care
,te prinde” rapid: titluri senzationale, mesaje personalizate, imagini socante. Invata sa
faci un pas Tnapoi si sa iti regandesti reactia.

e Antreneaza-ti reflexul de analizd, nu doar de reactie. Gandirea critica este o forma de
autoaparare digitala.

B. Verifica sursa si contextul continutului

O informatie fara sursd, fard context si fara autor verificabil e mai periculoasa decit o minciuna
asumata.

o Evita reactiile emotionale spontane. Daca ceva te face furios, anxios sau ,,patruns de
adevar” instant, e un semnal ca poate fi manipulativ.
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e Verifica:
o Cine a publicat continutul?
o Este autorul real, cunoscut, verificabil?
o 1In ce context si cAnd a apirut mesajul?
o Cum a fost distribuit si cine 1-a amplificat?
o Foloseste surse externe, neutre, pentru confirmare. Nu te increde doar 1n ce ,,iti apare”
— ci cautd activ raspunsuri alternative.

C. Recunoaste manipularea algoritmica

Daca vezi mereu acelasi tip de continut, probabil nu esti informat — esti doar captiv intr-un tipar
digital.
e Daca feed-ul tau pare ,,omogen” sau repetitiv, intreaba-te: Unde sunt opiniile diferite?
De ce nu le vad?
e Cauta activ contrariul:
o Intrd pe surse opuse ideologic,
o Compara titlurile,
o Discutd cu oameni care au alte viziuni.
e Diversifica sursele:
o Nu te informa dintr-o singura sursa;
o Foloseste motoare de cautare diferite, platforme independente, surse
internationale.
e Nu lasa Al-ul sd decida ce vezi — preia tu controlul asupra propriei informari.

D. Foloseste unelte de detectare Al / deepfake

Aparentele pot fi create de masini. Fii mai vigilent decat un pixel.

« In fata unui videoclip, audio sau imagine dubioas, foloseste unelte specializate:
o Deepware Scanner — detecteaza deepfake video/audio
o Hive Al — analiza vizuala si auditiva automata
o Sensity Al — solutii enterprise pentru detectarea manipularii vizuale
o Microsoft Video Authenticator] — verifica autenticitatea videoclipurilor
o Cautd inconsecvente evidente:
o Expresii faciale rigide sau artificiale,
o Voci ,,plate” sau prea mecanice,
o Sincronizare slaba a vorbirii,
o Gesturi neverosimile, decoruri identice.
o Foloseste functia de reverse image search (ex: Google Images, Yandex) pentru a
verifica, nu numai daca o imagine a fost folosita anterior in alt context, ci si pentru
manipulare si dezinformare

5.2 Pentru organizatii
Intr-o erd in care reputatia poate fi distrusd de un videoclip fals si deciziile interne pot fi
influentate de un chatbot, organizatiile trebuie sa se apere inteligent si proactiv.”

Organizatiile (ex: companii, institutii publice, ONG-uri, structuri educationale sau de
securitate) sunt tinte prioritare In cadrul strategiilor de manipulare Al-based. Dezinformarea
directionatd, fraudele conversationale si compromiterea imaginii publice pot produce pierderi
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importante financiare, operationale, de incredere si de imagine. Prevenirea eficienta implica
masuri sistemice, tehnice si culturale.

A. Antrenamente de recunoastere si prevenire a manipularii bazate pe Al

Instruirea echipelor reprezintd primul zid de aparare mpotriva atacurilor cognitive si a
tehnicilor sofisticate de inginerie sociala.

e Programe interne de training pentru angajati, PR, HR, IT, juridic si top management
privind:

o Identificarea manipularii algoritmice;

o Riscurile deepfake (ex: video, audio, text);

o Recunoasterea phishingului conversational si fraudelor cu mesaje Al.
e Simulari de atacuri cognitive:

o Exercitii de testare a reactiei la videoclipuri false cu ,,manageri”

o Emailuri Al-scrise care simuleaza spear phishing,

o Conversatii simulate prin boti in scenarii de recrutare, solicitari financiare etc.
e Ghiduri interne de reactie rapida:

o Ce faci daca apare un deepfake cu CEO-ul?

o Cum validezi cereri urgente primite pe canale ,,credibile”?

o Ce comunici public i cum gestionezi Increderea?

B. Politici de validare multisursa

Intr-un context digital instabil, deciziile critice nu ar trebui validate doar printr-un singur canal
(de comunicare).

e Orice decizie de natura financiard, contractuala sau strategica trebuie:
o confirmatd prin doud sau mai multe canale independente (ex: e-mail + apel
vocal + confirmare offline);
o supusd unei autentificari incrucisate, mai ales dacd provine din surse
neobisnuite sau in afara programului.
e Apelurile video si mesajele audio nu mai pot fi considerate dovezi solide, In contextul
in care clonarea faciala si vocala este accesibild si realista.
e Reactualizarea procedurilor interne astfel incat niciun departament sd nu fie “’singur
punct de decizie” In cazuri critice, farad o verificare multipla.

C. Monitorizare reputationald automata si manuala

Reputatia organizatiei este o tintd directd in razboiul informational. Un atac bine orchestrat
poate distruge increderea in cateva unitati de timp (ore).

e Implementarea de solutii de monitorizare automata a mentiunilor brandului, numelor
de lideri, produselor sau proiectelor, in special pe:
o retele sociale;
o canale de mesagerie (ex: Telegram, WhatsApp groups);
o surse alternative (ex: Dark Web, forumuri obscure);
o platforme video si de fake-news.
e Detectarea campaniilor coordonate bazate pe Al:
o postari simultane, conturi artificiale, replici identice;
o deepfake-uri care simuleaza declaratii ale reprezentantilor companiei;
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o documente fabricate ce ,,par” scurse din interior.
e Echipe de raspuns reputational rapid: — contramdsuri proactive: identificarea si
demontarea falsurilor;
o campanii de informare transparente si directe pentru public, parteneri si presa.

D. Colaborare cu experti, fact-checkeri si organizatii specializate

Apdrarea eficienta se construieste printr-un efort colectiv. Nimeni nu poate detecta, analiza si
reactiona singur la valurile tot mai sofisticate de manipulare Al.

o Parteneriate active cu:
o echipe de jurnalisti de investigatie si verificare (fact-checking);
o experti in securitate ciberneticd, psihologie sociala si comunicare de criza;
o platforme specializate in detectarea Al (ex: Sensity, Deepware, Graphika);
o ONGe-uri care monitorizeaza spatiul informational si propagarea falsurilor.

e Acces la retele de alertare rapida (inclusiv prin CERT-uri nationale sau retele OSINT)
pentru a raspunde in timp util in cazul campaniilor deepfake sau a atacurilor
reputationale.

o Participare la initiative colective de educatie si protectie impotriva manipularii
digitale: cursuri, campanii publice, ghiduri de bune practici.

6 RESURSE SI ADRESE UTILE

, Accesul la informatie corecta si la instrumente de verificare este prima linie de aparare
impotriva manipularii bazate pe Al

Common Sense
Factual.ro @ Education

\
N

[ Sensity.aa N

N

/ Al content
< [— ] detection

WAicrosoft |-- a8\ A ———
Video B \I\//!:;:rosof‘t
+ ideo
Authenticator Authenticator

Intr-un peisaj informational dominat tot mai mult de continut generat de inteligenta artificiala,
este important ca publicul larg, educatorii, profesionistii $i organizatiile sd cunoasca si sa
foloseasca resurse verificate si instrumente eficiente. Mai jos sunt disponibile cateva platforme
utile in combaterea dezinformadrii, in educatia criticd si detectarea continutului fals creat cu Al:

Verificari de informatii pentru Romania - https://factual.ro
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Platforma de fact-checking in limba romana, dedicata combaterii declaratiilor false din spatiul
public.

e Analizeaza si clasifica afirmatiile din politicd, media si retele sociale;

o Ofera surse, context si explicatii pentru verdictul atribuit (ex: adevarat, fals, partial
adevarat etc.);

o Extrem de utild pentru formarea reflexului de verificare a informatiei, mai ales in
contexte electorale si sociale sensibile.

Analiza si detectie de continut Al falsificat (deepfake, fake visual media) - https://sensity.ai

Platformad profesionala de securitate vizuald, specializata in identificarea manipularilor
generate de Al

e Detecteaza deepfake-uri video, imagini falsificate, voice cloning si fraude media
vizuale;

o Ofera solutii avansate pentru organizatii, media, institutii publice si corporatii;

o Poate fi folositdsi in scop didactic, pentru a demonstra concret cum arata o manipulare
vizuala.

Unelte Al experimentale oferite de Google - https://ai.google/tools

Colectie de aplicatii si experimente bazate pe inteligenta artificiala, deschise publicului larg.

o Permite intelegerea mecanismelor Al intr-un mod interactiv si sigur;
e Include unelte pentru generare de texte, imagini, sunete si traducere automata;
o Utila pentru cursuri introductive despre Al, alfabetizare digitala si analiza critica.

Campanii de manipulare analizate in Uniunea Europeana - https://www.euvsdisinfo.eu

Initiativd a Serviciului European de Actiune Externd (EEAS), dedicata expunerii si demontarii
campaniilor de dezinformare.

e Ofera o baza de date cu exemple de narative false, surse si canale de propagare;

e Analizeaza tematic si geografic modul in care dezinformarea afecteaza statele membre
UE;

e Instrument important pentru jurnalisti, educatori, fact-checkeri si specialisti in
comunicare strategica.

Resurse educationale pentru gandire criticd media - https://www.commonsense.org/education

Platforma non-profit cu resurse gratuite pentru educatori, parinti si elevi, axatd pe dezvoltarea
gandirii critice si a responsabilitatii digitale.

e Include lectii structurate despre fake news, bias media, influentd sociald si
responsabilitate online;

e Adaptatd pentru diferite varste, cu materiale video, fise de lucru si ghiduri pentru
profesori;

o Poate fi integratd in activitati curriculare sau extra curriculare dedicate educatiei media
si AL

Alte instrumente recomandate (pentru utilizare rapida):

e InVID Plugin — extensie de browser pentru analiza video si imagistica;
o Deepware Scanner — verificare a autenticitatii fisierelor video / audio;

.....

e WhoTargetsMe — vizualizare si analizd a reclamelor politice directionate pe social
media.
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Resurse educationale recomandate
FBI - Federal Bureau of Investigation

Al Data Security — Best Practices
e https://media.defense.gov/2025/May/22/2003720601/-1/-
1/0/CSI_Al DATA SECURITY.PDF

CISA Roadmap for Artificial Intelligence

e https://www.cisa.gov/sites/default/files/2025-
04/ARCHIVE 20232024CISARoadmapAI508.pdf

Al Red Teaming: Applying Software TEVV for Al Evaluations
e https://www.cisa.gov/news-events/news/ai-red-teaming-applying-software-tevv-ai-
evaluations

Serviciul Roman de Informatii — Centrul National Cyberint

Intelligence
e https://intelligence.sri.ro/

Buletin Cyberint
e https://www.sri.ro/categorii/publicatii/

DNSC - Directoratul National de Securitate Cibernetica

Deepfake si Inginerie Sociala
e https://www.dnsc.ro/vezi/document/dnsc-ghid-inginerie-sociala
e https://www.dnsc.ro/vezi/document/dnsc-ghid-deepfake-organizatii

Detectare falsuri
e https://www.dnsc.ro/deepfake/

Politia Roméina
Deepfake utilizat de infractorii cibernetici

e https://sigurantaonline.ro/deepfake-utilizat-de-infractorii-cibernetici-pentru-
promovarea-unor-oportunitati-false-de-investitii-pe-retelele-sociale/

Test fraude online
e https://quiz.sigurantaonline.ro/

Asociatia de Securitate Cibernetica pentru Cloud (CSA_RO - Chapter al CSA)
Responsabilitéti organizationale in domeniul Al

e https://cloudsecurityalliance.org/artifacts/ai-organizational-responsibilities-ai-tools-
and-applications

Al Controls Matrix
e https://cloudsecurityalliance.org/artifacts/ai-controls-matrix

Ghid strategic pentru implementarea Al
e https://cloudsecurityalliance.org/artifacts/dynamic-process-landscape-a-strategic-
guide-to-successful-ai-implementation

Shadow Access and Al
e https://cloudsecurityalliance.org/artifacts/shadow-access-and-ai

Zero Trust and Atrtificial Intelligence Deployments
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e https://cloudsecurityalliance.org/artifacts/confronting-shadow-access-risks-
considerations-for-zero-trust-and-artificial-intelligence-deployments

Agentic Al Red Teaming Guide
e https://cloudsecurityalliance.org/artifacts/agentic-ai-red-teaming-guide

Clusterul de Excelenta in Securitate Cibernetica

Cyber Security
e https://www.prodefence.ro/financial-fraud-fake-news-the-role-of-artificial-
intelligence-in-disseminating-and-combating-false-information/

7 PREGATIRI PENTRU VIITORUL DEJA PREZENT

In acest nou ecosistem digital, riscul nu mai vine doar din dezinformare sau atacuri externe, ci
si din expunerea constanta la continut personalizat, emotional si adesea manipulator. Tocmai
de aceea, preventia nu se referd doar la tehnologie, ci la o igiena digitald constienta, cultivata
zilnic.

Pentru a face fata acestei realitdti, sunt relevante urmatoarele cinci directii fundamentale:
Educatie digitala adaptata epocii Al

Educatia clasica privind siguranta online trebuie sa evolueze Inspre o noud paradigma:
alfabetizarea perceptiva digitald. Aceasta presupune formarea utilizatorilor — de la elevi pana
la decidenti — 1n recunoasterea manipuldrii subtile, identificarea continutului generat de Al si
intelegerea modului 1n care algoritmii influenteaza atentia, emotiile si convingerile.

In scoli si institutii, vor fi necesare programe care includ:

e notiuni despre personalizarea algoritmica;
o diferentierea intre interactiune umana si simulata,
o exercitii de analiza critica a surselor digitale

?ﬁ?

»
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Reglementari clare si actualizate

Tehnologiile de generare automata a continutului evolueazd mult mai rapid decét legislatia.
Din acest motiv este importanta adoptarea unor cadre normative clare care sa:

e interzica sau sa reglementeze utilizarea continutului manipulator creat de Al (ex:
deepfake-uri in campanii electorale);

o oblige platformele sd eticheteze transparent continutul generat automat;

e impund responsabilitatea dezvoltatorilor Al pentru eventualele efecte negative ale
aplicatiilor lor.

Aceste reglementari trebuie sa protejeze atat drepturile individuale, cat si echilibrul democratic.
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Transparenta algoritmica si audit etic

Sistemele Al capabile sa influenteze comportamentul uman (ex: platforme de social media,
motoare de cdutare, chatboti) trebuie sa fie supuse unor audituri independente. Publicul are
dreptul:

e sd stie ce date personale sunt analizate;
o sdinteleagd de ce i sunt afisate anumite tipuri de continut;
e sd opteze pentru un feed nemodificat algoritmic.

Totodata, institutiile trebuie sa sustind dezvoltarea unor standarde etice pentru Al, aplicate
obligatoriu in educatie, sanatate, justitie, politica etc.

Colaborare multidisciplinara

Problema manipuldrii perceptive nu este exclusiv tehnicad. Avem nevoie de o abordare integrata
in care s colaboreze:

e specialisti In securitate cibernetica si Al;

e psihologi si neurologi (pentru intelegerea reactiei emotionale);

e educatori si formatori (pentru diseminarea critica a informatiei);
e juristi si experti in drepturi digitale;

eticieni si sociologi (pentru analiza de impact social).

Numai prin aceastd colaborare vom putea intelege efectele reale ale Al asupra societatii si vom
putea construi mecanisme eficiente de protectie.

Instrumente accesibile de detectie si verificare

La fel cum fiecare utilizator are acces la un motor de cautare sau un browser, 1n viitorul
apropiat ar trebui sa aiba acces si la:

e un instrument de detectare deepfake instalat pe telefon, laptop etc.;
e 0 extensie de browser care semnalizeaza continutul generat de Al;

.....

e o aplicatie de verificare rapida a sursei sau autenticitatii informatiei.

8 CONCLUZII

Inteligenta artificiala nu mai este o tehnologie in devenire, ci o fortd invizibila care structureaza
tot mai mult din ceea ce gandim, simtim si alegem. Intr-un ecosistem digital hiperpersonalizat,
unde continutul este filtrat, emotiile sunt masurate, iar reactiile sunt anticipate, riscul de
influentare subtila, dar sistematica, devine o realitate cu care ne confruntam zilnic — adesea fara
sa stim.

Manipularea informationald nu mai arata ca in trecut. Nu este zgomotoasa, evidentd sau bruta.
Este fin calibrata, contextuala, personalizatd —un algoritm care stie ce sa spund, cand sd o spund
si in ce ton, pentru a obtine reactia doritd. lar sursa acestor ajustari este, de multe ori, chiar
comportamentul nostru digital: ce cautam, ce ne retine atentia, ce ne sperie, ce ne consoleaza.

Aceasta lucrare a urmadrit sa ofere o radiografie clara a modului in care Al-ul poate deveni un
instrument de modelare perceptiva — prin tehnologie, prin psihologie, prin design
conversational. Mai mult decat un avertisment, ea propune si repere de igiena digitala si gandire
criticd, pentru a transforma utilizatorul pasiv intr-un actor constient al propriei realitati
informationale.
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9 GLOSAR DE TERMENI

Tehnologie si Al

Inteligenta artificiala (IA / AI) — Simularea proceselor cognitive umane de cétre sisteme
informatice capabile sa Invete, sa rationeze si sd ia decizii autonome.

Retele neuronale artificiale (deep learning) — Arhitecturi de algoritmi inspirati de
creierul uman, utilizate pentru recunoasterea de tipare complexe in texte, imagini sau
VOcCi.

Machine Learning (invatare automatd) — Ramura a Al care permite sistemelor sd invete
si sa se evolueze fara a fi programate explicit.

Large Language Models (LLMs) — Modele de procesare a limbajului natural, antrenate
pe volume mari de date pentru a genera si interpreta text (ex: ChatGPT, Gemini).
Emotion Al / Machine learning afectiv — Al specializata n detectarea si interpretarea
starilor emotionale ale utilizatorilor.

NLP (Natural Language Processing) — Tehnologii care permit intelegerea si generarea
limbajului uman de catre masini.

GANSs (Generative Adversarial Networks) — Retele care pot genera imagini, sunete sau
videoclipuri fals realiste.

Face Swapping — Tehnica de Inlocuire a fetei unei persoane intr-un video sau imagine
cu fata altei persoane.

Voice Cloning — Reproducerea artificiald a vocii unei persoane reale cu ajutorul Al
Lip-syncing Al — Ajustarea miscarilor buzelor intr-un video pentru a corespunde unei
voci generate sau schimbate.

Synthmedia / Synth content — Continut media creat integral de Al, fard interventie
umana.

Avataruri sintetice / Al avatars — Reprezentari grafice animate generate de Al care pot
imita persoane reale.

Text-to-image models — Al care genereaza imagini pornind de la descrieri textuale.
Motion capture Al — Tehnologii Al care reproduc miscarile corporale pentru animarea
realista a avatarurilor.

Tacotron / WaveNet — Sisteme Al pentru sinteza vocii cu intonatie si accent natural.
Midjourney / DALL-E / Stable Diffusion / LLaMA / Claude / Gemini / ChatGPT /
Mistral — Nume de modele Al avansate utilizate pentru generare de text, imagini sau
conversatii simulate.

Manipulare digitala

Manipularea perceptiva — Influentarea invizibild a modului in care o persoana percepe
realitatea, prin continut personalizat sau simulat.

Manipulare algoritmica — Dirijarea comportamentului utilizatorului prin selectia
automata a informatiilor afisate.

Bula informationala — Spatiu digital personalizat in care utilizatorul primeste doar
informatii care ii confirma convingerile existente.

Microtargeting psihografic — Livrarea de continut emotional personalizat, bazat pe
profilul psihologic al utilizatorului.

Spear phishing automatizat — Atacuri personalizate cu mesaje Inseldtoare, generate de
Al, care par a fi expedite de persoane cunoscute.

Inginerie sociala avansatd — Folosirea Al pentru manipularea psihologica complexa in
scopuri de frauda, control sau influenta.

Recomandare comportamentald predictiva — Folosirea Al pentru a anticipa si modela
deciziile utilizatorului.
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o Filtrarea continutului — Excluderea automata a punctelor de vedere alternative pentru a
consolida o anumita perceptie.

o Polarizare informationala — Separarea utilizatorilor in grupuri ideologice antagonice
prin continut directionat.

o Radicalizare digitala — Proces prin care Al stimuleaza convingeri extreme prin expunere
constantd la continut radical.

o Simulare de consens social — Crearea artificiala a impresiei ca o opinie este sustinuta
de majoritate.

o Simulare empaticd / chatbot empatic — Chatboti care imitd empatia umana pentru a
obtine Incredere si influenta.

e Influencer Al / influencer artificial — Conturi de retea sociald controlate de Al care
simuleaza persoane reale pentru a genera influenta.

Educatie si securitate digitala

e Gandire critica digitala — Capacitatea de a analiza si evalua obiectiv continutul digital.

o Educatie cibernetica — Instruirea in privinta riscurilor si mecanismelor de protectie
online.

e Verificare factuald — Procesul de analizd a unei informatii pentru a-i confirma
veridicitatea.

e Audit algoritmic — Evaluarea sistematica a modului in care functioneaza si influenteaza
un algoritm.

o Transparentd algoritmica — Dreptul utilizatorului de a sti cum sunt prelucrate datele si
de ce primeste un anumit continut.

o Reflex de verificare — Reactia automatizata de a valida informatia inainte de a o crede
sau distribui.

o Igiend informationald — Ansamblu de practici pentru mentinerea unui consum de
informatie sandtos si echilibrat.

e Autoapdrare informationald — Set de cunostinte si tehnici prin care utilizatorul se
protejeaza de manipulare si dezinformare.

o Continut generat de Al (Al-generated content) — Orice material creat automat de o
inteligenta artificiala.

o Etica Al — Ramura care analizeazd implicatiile morale ale dezvoltarii si utilizarii
inteligentei artificiale
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